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William J. Keck

COMSAT General Corporation

COMMUNICATION SATELLITE DESIGN REQUIREMENTS

AND DESIGN VERIFICATION

Commercial communications satellites

are purchased for profit purposes and

not to advance science. Althoug_ the

state-of-the-industry is often pressed

to provide more capacity and better

performance, the associated payoffs

are balanced against schedule risk and

levels of reliability. The highest

reliability is associated with tried

and proven designs and these are pre-

ferred when they are consistent with

the required performance.

Analysis is not a substitute for

testing. Testing provides the total

proof of performance and includes the

design plus the processes used in the

manufacture of each component and the

assembly. Subtle effects of thermal

changes, the vacuum environment, and

manufacturing imperfections, are more

directly and completely evaluated by

testing than by analysis. Each sub-

system on each spacecraft should

receive full system level testing in

the predicted environments.

Spacecraft design features and the

total test plan are best negotiated

between customer and contractor prior

to consummating the contract. Further-

more, these design and test require-

ments should become part of the con-

tract. Nothwithstanding that formal

commitment to design and testing, a

flexibility should be provided to

customer and contractor for test

changes to be introduced by mutual

agreement and without the delays

associated with contract changes.
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CO_SAT GENERAL CORPORATIOfl

SYSTEMS TECHP!_LO_Y SERVICES

DES[GN _ TESTING PH]LOSOPHY

g CC_IUNICATIONS SATELLITES ARE TO MAKE MONEY NOT TO ADVANCE SCIENCE.

I ANALYSIS IS A DESIGN TOOL NOT A DESIGN VERIFICATION.

e TEST ALL SYSTEMS THOROL_NLV UNDER ALL PREDICTED ENVIROI_ENTAL

CONDITIONS.

COI_SAT GENERAL CORPORATION

SYSTEMS TECHNOLOGY SERVICES

DESIGN PE_IE_ENTS

1. PERFORM PRE-RFP FEASIBILITY AND TRADE-0FF STUDIES.

2. INCLUDE OR EXCLUDE, AS APPLICABLE. SPECIFIC_tESIGN FEATURES

IN RFP.

_, CONDUCT PRE-CONTRACT DESIGN NEGOTIATIONS.

_. USE MISSION PROVED COMPONENTS.

5. PROVIDE PERFORMANCE _ANGINS FOR EAC_ SUBSYSTEM.

G* MINIMIZE SPACECRAFT COe4PLEXlTY.

COMSAT GENERAL CORPORATION

SYSTD'_S TECHNOLOGY SERVICES

DESIGN VERIFICATION (Co_'_TINUED)

7. ANALYZE COHPONENT$/SU|SYSTEMS _NICH PERFORM NITNIN SPECIFICATION

LIMITS BUT SNO_ ANOMALOUS CHARACTERISTICS.

_. PARTICIPATE IN FAILURE ANALYSES AND PROBLEM SOLVII, I_.

_. PERFORM FULL SVSTEN LEVEL TESTS AT THE LAUNCH SITE.

_0. OBTAIN SUFFICIENT DATA TO PEJmlT CONeARISON WITH Im-OUlT DATA.

_, UTILIZE IN-ORBIT TEST _ATA & OAERATJONAL PERF01EqAJICE AS I_UTS

TO FOLLON-0N _ESIGNS AND TESTIW_..

12. PERMIT FLEXIBILITY IN TEST PLAN AND PROOED_IIES WlE0_/T IlmtO4.VlNG

TNE CONTRACT.

EATELLffELAUIC_II_'I_qBN_EBE/MIIM_

COPSAT GENERAL C0PlX)RATIOR

SYSTE]eS TECI_0LOGY SEPVICES

_ESIGM V[PIFICATION

1. INCLUDE DETAILED TEST REQUIREMENTS IN RFP.

_. CONDUCT PAR-CONTRACT NEGOTIATION OF THE DETAILED TEST PlAN AND

INCORPORATE IT IN THE _ONTRACT.

3. REVIEw TEST PROCEDURES FOR ADEQUATE AND REALISTIC TESTS.

_. PERFORM SYSTEM LEVEL TESTS OF ALL SUBSYSTEMS.

5. EXAMINE TEST DATA IN REAL TIME.

_. TEST SUFFICIENTLY TO REVEAL EARLY FAILURE 14ODES.

C_SATGENERALCORPORATION

SYSTEMS TECHNOLOGY SERVICES

REC0191ENOAT 10ES

]. UTILIZE STATE OF INDUSTRY PROVED TECHNOLOGY

k_ENEVER _OSSEELE.

_. DEFINE DETAILED TEST PLAN PRIOR TO CONSUPEATIRIG CONTRACT.

_. PROVIDE TEST PLAN FLEXIBILITY TO PERMIT CUSTOMEB/CONTBACTDR

_UTUALLY TO REVISE PLAN OR TESTS N/O CONTRACT CHAleGE.
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Ron Dalebout

Southern Pacific Satellite Company

SPACLN ET

The objective of every commercial

venture is to obtain a competitive

product at a reasonable cost; to be

able to sell the product at a price

that will allow you to make a

profit. To enhance the probability of

achieving this objective, in the case

of a commercial communications satel-

lite, a framework of circumstances

should be implemented that makes it

easier to accomplish the production of

a reliable and capable satellite in

the shortest period of time at the

lowest possible cost commensurate with

the associated risks.

A set of specific circumstances that

will enable attainment of the above

objective are:

• Firm Fixed Price Contract

• Performance Vice Design

Specification

• Short Production Cycle

• Incentive on Progress and Orbital

Life

• Limited Number of Customer

Approvals

• fmtual Trust and Respect

_elationship

Tile firm fixed price contract places

all of the cost risk with the con-

tractor. The contractor's price

allows him the possibility of

profit. The customer must support the

continuing possibility of profit by

assiduously avoiding parallel design

efforts, eliminating unnecessary docu-

mentatlon and defining the high cost

activities such as testing scope and

sparing in detail with the contract.

This reduced the cost uncertainty.

Additionally, the customer must

actively pursue cost avoidance during

contract performance by being willing

to descope unnecessary efforts.

Defining the requirements necessary to

be competitive is being accomplished
for a commercial communication satel-

lite using a performance vice design

specification exclusively at the sys-

tem (i.e., satellite) level. This

assures the comparative quality of

performance without constraining the

contractor's latitude for economic

design innovation. The customer's

obligation is to assure that all of

his requirements are succintly, sim-

ply, and explicitly stated.

Tile shortest possible realistic pro-

duction cycle should be agreed to for

the simple reason that cost are, in

general, directly proportional.

The incentive schedule should reward

production progress moderately and

long-term on-orbit performance lav-

ishly. Any late delivery negative
incentive should be sca leo to recom-

pense the customer only for resulting

finite costs incurred and should be

kept as small as possible.

Keep the customer out of the design

and documentation approval cycle as

much as is practicable. Limit the

approvals to items directly related to

system level performance such as:

• Product Assurance Program Plans

• System Level Test Plan

• Special Unit and Subassembly Test

Plans

• Satellite Acceptance Test Data

• Satellite On-Orbit Performance Test

Data

This area is a significant source of

customer-related delays anO is a

priumry genesis of antagonist

relationships.
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Actively work towards the evolution

of a "mutual trust and respect" asso-

ciated betweenthe customer and con-

tractor. Select your interfacing

personnel carefully and always seek
a consensus decision. The fundamental

requirement is on-orblt system level

performance. With heavy incentives

on operating mission, the contractor
is motivated to make decisions that

enhance, not degrade or Jeopardize

this phase so he can logically be
trusted.

The bottom line is that the customer

must invest the contractor's motiva-

tion into long-term competitive per-

formance on-orbit; intelligently

afford him the maximum possible free-

dom in design and test; maintain a

positive reinforcing working relation-

ship; and most importantly allow him

a realistic opportunity to make a

profit.
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5oul:l_rn Paoli'It 5acellite Compan), 0

OBJECTIVE: TO PRODUCE A COMPETITIVE DOMESTIC

COMMUNICATIONS SATELLITE AT A

REASONABLE COST

_n _ Sa/_/l/_ O_mpany

PERFORMANCE SPECIFICATION

o SET COMPETITIVE LEVELS

o ELIMINATE OESIGR SPECIFICATIONS

o LIMIT 10 SYSIE_ LEVEL ONLY

o ASSURE COMPLETE REOUIREMENTS

o USE SIMPLE, EXPLICIT TERMS

@

Sotm_n RrJ_ Satellite Company

SPACENET PROGRAM APPROACH

o F|Rn FIXED PRICE CONTRACT

o PERFORMANCE SPECIFICATION

o 30 MONTH PRODUCTION CYCLE

o iNCENTIVE ON PROGRESS AND ORDITAL LIFE

o LIRIIEO NURBER Of CUSTOMER APPROVALS

o flUTUAL TRUST AND RESPECT RELATIONSHIP

@ Southern PacJflc5ateili_ Company 0

INCENTIVE ON PROGRESS AND ORBITAL LIFE

o 10| OF TOTAL PRICE IN PROGRESS

- MANAGEABLE HILESTON£$ EVERY QUARTER

- EIqPHAGIZES CRITICAL NAJ_I_ARE AND TESTS

o 26| OF SATELLITE PRICE IN ODJITAL LIFE

- TOTAL PAID UPFRONT IF FULLY OPERATIONAL

- PROPQRTIOV,ALLY REBATED AS FAILURES OCCUR

- IF MORE THAN k GIVEN D_MOER, BY TYPE, FAILS THEN
TOTAL RERAIRANG PROPORTIONAL INCENTIVE REOATED

0 GRADUATED LATE DELIVERY PRONE DEOUCTIOR

- NOT TOO SEVERE

So[IZtldZ'n_ Sat_lir.e Company

FIRM FIXED PRICE CONTRACT

@ ,._uttern ParJl_ Satellite Company

30 MONTH PRODUCTION CYCLE

@

o MAINTAIN PROFIT MOTIVATION

- PIONIDIT PARALLEL DESIGN

- ELIfl[RATE UNNECESSARY DOCUMENTS

o OEFI#E HI-COST ITE(_ |R DETAIL

- SCOPE OF TESTING

- SPARING

o PURSOE COST AVOiOANEE

o PRELIRINERY DESIGN _ MONTHS"

o FINAL DESIGD AND UNIT FAORIEATIOR )S HON1H$

(SPALECDAFI CRITICAL DESIGN AFTER ]3 MONTHS)

o SUDSYSTER INTEGRATION AID TEST b HONTHS

o SATELLITE IRTEGRAllON AND TEST E fqONTHS

• VERY SIMILAR ro EXiSTiNG DESSGR
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5ou_ern Pacific .._telllr.e Company

BOTTOM LINE

INVEST THE CONTRACTOR'S AOTIVATION tHTO LOUG TERn

CORPEIlIIVE PERFORRA#CE ON-ORBIT. INTELLIGENTLY

AFFORD Nlfl THE RAAIflUR POSSIBLE FREEDO_I JR RESIGN

AND TEST. _AIUTAIN k POSITIVE REINFORCING WORKING

RELATIO_dSHIP. ALLOM THE CON1NACTOA k REALISTIC

OPPORTUNITY TO flAKE A PROFJ]Iii

._m_n R¢//'/c ._eg/m Company

MUTUAL TRUST AND RESPECT RELATIONSHIP

o ALL THE COST RISK iS RESIDENT WITH THE CONTRACTOR

o FUNDAREU1AL REQUIRERENT |S SY_TE_I PERFORflANCE

- ALLOW CONTRACTOR DESIGN AND TEST LATITUDE AT
LOWER ASSEflOLY LEVELS

- CONTROL THROUGH APPROVAL OF SPECIFIC DOCuRENTS

o AVOID AUTAOONIST RELATIONSHIP

- SELECT COflPATABL[ INTERFACImG PERSONNEL

- REACH DETAILED AGREEflENT ON ALL CRITICAL TASKS

_n Pacific 5al_olllte Company 0

LIMITED NUMBER OF CUSTOMER APPROVALS

0 LIRIT APPROVAL TO [TEI_ DIRECTLY RELATED TO

PERFORflAUCE

- PRODUCT ASSURANCE PROGRAfl PLAUS

- SATELLITE TEST PLAN

- SPECIAL UNIT AND SURASSEflBLY TEST PLANS

- SATELLITE ACCEPTAUCE TEST DATA

- SATELLITE ON-ORBIT PERFORRAI_CE TEST DATA

o SOURCE OF CUSTOHER-RELATED DELAYS

o CONSTRAIN T#E GENESIS OF ANTAGONIST RELATIONSHIP
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C. H. Bredall

Aerospace Corporation

DEFENSE COMMUNICATIONS SATELLITE SYSTEM

An introduction to the Defense

Satellite Communications System (DSCS)

is presented showing the three phases

(generations). The Initial Defense

Communications Satellite Program

(IDCSP) followed by DSCSII and DSCSIII.

When plotted, a linear relationship

appears between the design life and

year of first launch of these three

generations. The MTTF plot is also

basically linear with time of first

launch. If you believe in extrapola-

tions of such data, a hypothetical

future DSCS satellite with first launch

in 1993 would have a 14-year design

life and a MTTF of II to 12 years.

The achievement of such llfe attri-

butes are influenced by such factors

as the sophistication of the satellite

(for example, parts count), on-orblt

environment (for example, man-lnduced

stresses) and the built-ln quality of

the satellites. A less emphasized

factor is "obsolescence." When I was

a Customer Engineer with IBM In the

early 1950's, I submltted what I

thought was an award-winnlng sugges-

tion for extending the llfe of an

electro-mechanical commutator on a

card-sorter. The reply was "Thanks

for the suggestion but the commutators

are designed to be cost-effective with

the projected obsolescence of the

sorter." Newer and much improved

sorters had already been designed and

built. It would be rare indeed if an

incremental cost increase is denied

because of expected obsolesence of a

satellite. Incremental cost denials

for other reasons, however, are not

all that rare.

increasing with time advancing from a

10-year llfe for the IDCSP service of

1966 to a 20-year design llfe for the

new GSC-395 SAMT terminal (scheduled

for 1985 implementation). An extra-

polation of this design life plot

indicates a 1993 life of 25 years

which is viewed as doubtful, even if

obsolesence is not a factor.

The DSCS constellation consists of

four active and two spare satellites

spaced along the equator. The active

satellites are distributed: one in

the Atlantic Ocean, two in the Pacific

Ocean, and one in the Indian Ocean.

Control of the satellite is accomplished

by a combination of the Air Force

Satellite Control Facility (AFSCF) and

the Satellite Configuration Control

Element (SCCE). The AFSCF normally

assures the proper orbit, anomaly

analysis and correction and housekeeping,

such as battery reconditioning. The

SCCE normally commands the payload con-

figuration and interfaces with other

elements of the Defense Communications

System. Either facility has the

capability of sending the full command

directory and receiving and processing

all telemetry.

In this Design Assurance effort there

is a constant balancing act going on.

The channels of acquisition and

direction-giving are well established.

However, the period of years leading

up to the specifications for the space

and ground segments involve a much

more complex set of relationships--some

formal, some not so formal.

Satellite obsolescence appears most

likely to occur because of changes in

user requirements, new threats or

breakthroughs in technology.

DSCS earth terminals during this same

20-year period have also shown design

llfe properties which are linearly

The major satellite design factors are

easily identified. An if the satellites

were built llke automobiles--thousands

at a time, repairable in use, and 5-year

obsolesence--the design would be easy.

The R&D, the user communications needs

and the constraints are important

factors. What is not readily shown are

"- F-7



the many interactions of these and

other factors, including a projection
of these factors into the future.

Accordingly, design requires exten-

sive cou_nunications, foresight, in-

sight, and the various "ilities" (the

newer ones being testability and

encurability). An when foresight

gets a little hazy when looking 15 to

20 years into the future, a little

luck helps a lot.

Constraints are not always obvious.

These include funding, politics (in-

cluding bureaucracy), weight and other

booster constraints, environment

(natural and man-made), schedules,

long life and performance.

So we write a space segment specifica-

tion and a control segment specifica-
tion. Should it be functional? Should

it be a point specification? If it is

functional, the contractor feels a

lack of direction and does not have

enough information to offer a fixed

price and the Government is faced with

a series of costly change orders. If

it is a point specification with a

high degree of configuration detail,

the contractor is not free to intro-

duce valuable ideas or exercise his

established methods and procedures.

Some examples of the CSCSIII design

preliminaries are given. Objectives
and concerns differ somewhat between

the Government on the one hand and

the contractor on the other.

In conclusion, some of the future

technology is shown which could be

adapted to the future DSCS.

F-8
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APPROACH TO REQUIREMEMENTS FOR LONG MISSION LIFE SPACECRAFT

A. W. Weinrich

RCA ASTRO-ELECTRONICS

A summary of the key aspects in the

approach to requirements for com-

mercial long-llfe spacecraft was

presented. The foundation for

establishing requirements is the

economics of system cost vs the

revenue producing capability of

the system. This means striking

a balance between the market

pressures for higher performance

and the technical constraints of

available devices and booster

capability. The market size and

launch cost essentially determine

spacecraft size and weight. User

terminal size and location estab-

lishes coverage and the antenna

design. The number of transponder

channels is then that which is

available with the selected

booster size.

Design constraints include state-

of-the-art devices and processes.

Level S parts are used with

selected, well-understood waivers

when parts availability becomes a

problem. Comprehensive testing is

the key to long-life mission

assurance. Complex technical

problems are resolved with a rel-

atively small number of people

selected because of their depth

of knowledge and the physics of

the device or subsystem in question.

Large committees and working groups

are avoided.

Commercial contracts offer high

orbital incentives and delegate the

maximum latitude and responsibility

to the contractor in the design and

manufacture of the spacecraft. The

object is to motivate success on

orbit at minimum program cost by

establishing large incentives and

penalties to the spacecraft

contractor.
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A CATALYST FOR GROUND SEGMENT MISSION ASSURANCE

H. Pickover

Product Assurance APM

TDRSS Ground Segment

White Sands Ground Terminal, New Mexico

i. OVERVIEW - This paper describes a

trouble or problem control system that

combines the familiar Quality

Assurance hardware and software

discrepancy reporting systems, the

equally familiar Material Review,

Failure Review and Change Control

Boards with a highly visible project

management developed Trouble Reporting

System. The Mission Assurance

organizaton uses the Trouble Reporting

System to integrate problem tracking

and control methods used by various

mission assurance disciplines and

relies on it to provide the impetus

required for problem resolution.

Understandably, project technical

management is reluctant to get

aggressively involved in the several

mission assurance reporting systems

when each usually deals only with

discipline related details. However,

project management shows strong

interest in a system that covers all

aspects of the project. This strong

interest is readily converted to

increased cooperation from all project

quarters which in turn contributes to

better utilization of classical

mission assurance techniques. The

trouble control sequence is started
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when a trouble or problem is

identified. A computer compatible

report is initiated and subsequently

validated by the initiator's

supervisor. The actual trouble is

fixed immediately, if possible, or

escalated for further consideration.

The initial Trouble Report (TR) serves

as a basis for opening the standard

mission assurance tracking techniques,

i.e., Hardware and Software

Discrepancy Reports, Failure Reports,

etc., which are tracked separately by

the several mission assurance

disciplines. Disposition, i.e.,

closure, assignment for further

action, etc., is made by a project

controlled review board. Mission

Assurance collects status changes and

reflects these in a Weekly Status

Report. This report forms the basis

for a weekly management review of

status a consideration not lost to all

project elements. For project

management, the Trouble Reporting

System provides:

(I) Visibility into program

problems.



(2) A mechanism for assigning

action and tracking problem

resolution.

(3) A data base for failure trend

and logistics analysis.

(4) Historical documentation of

problems encountered during

various program phases.

For Mission Assurance, the Trouble

Reporting System acts as an effective

catalyst for performing required

mission assurance tasks.

2. THE WSGT SLIDES -

3. TROUBLE CONTRIBUTORS - Any large

program will have its share of

troubles and, of course, some form of

tracking and closure system is

necessary to assure management control

of trouble resolution. Complicating

the control of troubles that all large

programs experience, is the

development environment represented by

the TDRSS Ground Segment. Figure 1 is

a simplified overview of this

environment. The Figure also

illustrates some of the trouble
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contributors as well as their

mainfestations. Hardware and software

development for the Ground Segment was

accomplished at separate facilities in

California, and Integrations and Teat

at another location in New Mexico.

Each activity was headed by separate

managers, each reporting to a strong

central manager in California. The

advantages of telephone systems not

withstanding, geographic separation of

related activites can be expected to

increase communication and interface

difficulties between performing

sections. Troubles occurring in each

of several locations, unless

adequately treated, often develop long

moment arms, i.e., become more

troublesome in the latter phases of

project development.

4. TROUBLE CONTRIBUTORS - (continued)

- The low unit hardware volume of the

Ground Segment (typically six units of

a kind) provides a tendency towards

using manual production techniques

rather than the automated techniques

expected in large volume hardware

production. While manual production

techniques do not necessarily increase

the number of hardware troubles, its
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inherent variability does contribute

to a higher probability for such

increases. TDRSS Ground Segment

schedule and fixed price contract

considerations resulted in concurrent

hardware development and manufacturer,

a process that typically encourages

engineering and production changes.

These changes also tend to increase

the probability of troubles. Another

contributor to hardware associated

troubles, and one that is probably the

biggest headache for quality

personnel, is the questionable

workmanship criterion, Best Commercial

Practices. This criterion does not

significantly increase the number of

hardware troubles, but it is the most

difficult to control. It is a chronic

source of trouble where each trouble

requires an inordinate amount of time

to resolve, and even more frustrating,

it is rarely resolved in a completely

satisfactory manner. This criterion

is usually mandated in non-flight

equipment (i.e., Ground Stations),

presumably for economic reasons, and

in the opinion of this writer, tends

toward establishing the lowest

workmanship standards for a workforce

involved in hardware production. In
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the software arena, the largest

contributors relate to the requirement

to develop hardware an interfacing

software concurrently and to the size

and complexity of the software

system. TDRSS Ground Segment hardware

is software driven and the resultant

data is computer processed. Interface

troubles between hardware and software

are not only numerous in this

environment, but continue through the

integration and test phases of the

project. The software system contains

over one million machine language

instructions, controls over 300 racks

of equipment, and processes several

thousand parameters in a system of ten

major computers. The TDRSS

environment and complexity has

contributed to approximately 1900

software trouble reports and 2100

hardware problem reports. This

magnitude strongly suggests the

necessity for early implementation of

an effective project trouble control

and tracking system.

5. REVIEW BOARD CONCEPT - The heart

of the Trouble Reporting System is the

review board concept (sort of an

extension of the familiar Change



Control Board) which mandates

technical decisions by appropriate

experts. This concept is further

justified by prudent requirements for

non-unilateral consideration of a

technical problem, request for

changes, etc. Review board activities

are initiated by Trouble Reports,

Change Requests or other formats

concerning project related problems.

The TDRSS Ground Segment conducted

five kinds of review boards in four

structured forums. The four

structured boards were identified as:

(i) Material Review Board (MRB) -

The MRB made decisions as to

whether material identified

as being discrepant should be

rejected, accepted or

conditionally utilized

pending other actions.

(2) Failure Review Board (FRB) -

The FRB reviewed discrepancy

reports to initiate actions

that properly dispositioned

hardware failure problems.

(3) Software Review Board (SRB) -

The SRB was established as a
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review body to process

proposed software changes,

evaluate software problems,

approve fixes and to assign

personnel to resolve software

problems.

(4) Change Control Board (CCB) -

The CCB was established to

review and approve formally

proposed changes, deviations

and waivers to engineering

documentation. Two CCBs were

utilized for the Ground

Segment, a preliminary body

at White Sands, and a program

CCB in California where

project engineering

management was concentrated.

The fifth activity, identified for

purposes of this paper as a Management

Review Board, was less formally

structured and in practice was

conducted as part of CCB meetings.

This body reviewed trouble reports

that concerned problems not covered by

other review board activities. Each

board consisted of a delegated senior

representative from each technical

area to the extent necessary to



adequately address and subsequently

approve of a problem resolution or

change request. Also included were

Mission Assurance and Project

Management representatives. Each

board, with the exception of the MRB,

convened on a periodic basis using

formal agendas as a control

mechanism. MRB, except for complex

problems, was handled informally,

i.e., Mission Assurance coordinated

signature efforts with engineering and

customer representatives. The

relationship of the various review

boards to the overall trouble

reporting activity is shown in

Figure 2.

6. TROUBLE REPORT PROCEDURE OVERVIEW

Scope - The procedure covers the

preparation and flow of Trouble

Reports initiation through closure.

Purpose - The purpose of the

procedure is to establish consistent

trouble reporting techniques for

problems encountered during various

post critical design review phases of

project life.

General - The Trouble Report

system provides the method for

documentation of troubles encountered
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and it is the vehicle to obtain

corrective action. The system is

utilized by all project departments.

A TR is initiated for all problems,

hardware, software, and facilities

which have the potential of impacting

performance, the overall schedule or

operation, and maintenance. Trouble

Reports are initiated and submitted to

Mission Assurance for logging and

subsequent processing through the

appropriate review board. Some of the

types of problems that are reported

include hardware failures, software

incompatibilities, interface problems,

design problems which impact

performance and interfaces,

intermittent equipment malfunctions,

broken inspection seals, safety

problems, operating problems, etc.

Normal hardware maintenance items such

as cleaning, lubrication, alignment,

adjustment, calibration, etc., are not

reported on TRs. TR generation serves

as the initial step of the trouble

reporting mechanism. In the case of a

hardware failure, the problem is

transferred to a Test Discrepancy

Report by Mission Assurance for

subsequent failure analysis and action

by the Failure Review Board. Each TDR



is then logged and tracked through

resolution but the initial TR is not

closed until all related mission

assurance reports are closed.

A single TR is used to report a given

problem area even though the problem

resolution may result in more than one

discrepancy being identified. An

example of this would be a shorted

unit failure which causes a power

supply failure. In this case, only

one TR will be required with both

failures noted. If an intermittent

problem recurs before closeout of the

original TR, it is noted on the

original TR only; i.e., a new TR is

not generated. TRs are also generated

to address Software through the

Software Review Board and assigned to

the appropriate section for

resolution. Sufficient data, as

required by software configuration

management procedures are attached to

facilitate analysis and resolution.

7. TROUBLE REPORT FLOW - A TR is

initiated by anyone observing a

trouble, problem, or failure. Flow

through the TR system proceeds from

the initiator's supervisor to the
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Mission Assurance office and then to

the appropriate review board. The

review board reviews each TR and its

resolution and assigns closeout

action, or will assign investigative

responsibilities to an appropriate

group or individual. When the

assigned action has been completed, it

is recorded on the TR and given to the

Mission Assurance office for status

and for submission to the review

board. TRs ready for closure will be

reviewed at the next review board

meeting. TR status is reported to the

Program Manager on a weekly basis.

Specific Responsibilities - The

initiator of the TR is responsible

for the adequate description of the

trouble or problem observed, and for

providing such information as is

required to support investigation and

analysis of the problem. The

initiator's supervisor is responsible

for verification of the trouble and to

assure that supportive information is

attached to the report. The

initiator's supervisor assigns an

expected closure date, and submits the

TR to the Mission Assurance Office for

assignment of a sequence number. The



supervisor or the appropriate manager

will assign action for resolution to

an individual in his group. The

individual who assigned responsibility

for resolution takes the necessary

steps to confirm the problem and

initiate appropriate corrective

action, including any required retest.

It is also his responsibility to

complete the TR form entries relative

to the location and description of the

problem, including corrective action,

taken or required to be taken upon

completion of corrective action, the

responsible individual signs the TR

and transmits it to his manager.

Final closure of the TR shall be

determined upon the action of the

appropriate review board.

8. Trouble Report Format - A TR

format has been developed to

facilitate entry of its contents into

a word processor. The format provides

for the placement of information

within designated entry fields to

allow for various sorting arrangements

during processing. The form also has

entry areas for uncoded written

information. Figure 3 illustrates a

complete TR. This TR has been
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processed through the cycle and closed

by a review board.

Defined Entry Fields - The word

processor entry areas of the TR form

have column identification numbers

above the spaces where data is to be

entered as well as a description of

the data fields.

Trouble Report Number - Columns I

through 14 are project assigned

identifiers comprised of the date, the

initiator's location, badge number and

the Mission Assurance assigned

sequence number representing the

number of TRs written to date.

Columns I thorugh 5 represent the date

the TR is written. Column 6

represents the initiator's normal work

location. The last three digits of

the initiator's badge number are

entered in Columns 7 through 9

followed by the sequence number in

Columns I0 through 14. In the event

an initiator is the customer, the

initiator's initials will be used in

place of the designated number.

Criticality - The assignment of

the criticality code is the



responsibility of the TR initiator

with hi8 supervisor's concurrence.

This is a one (I) digit code entered

in Column 15. The interpretation of

the criticality code is as follows:

a) Emergencys (Code 1) - This

code is used when the trouble

affects performance and the

timeliness of the resolution

may significantly affect

program schedule.

b) Priority (Code 2) - This code

is used when the trouble

affects performance but the

resolution on the Program

schedule is also deemed to be

minimal when this code is

used.

c) Normal (Code 3) - This code

is used when the trouble does

not affect performance; i.e.,

test equipment, operations,

procedures, training, etc.

The impact of the resolution

on the Program schedule is

also deemed to be minimal

when this code is used.
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Description - Columns 16 through

53 are reserved for a keyword

description of the fault or trouble

which is provided by the TR

initiator. The first word of the

keyword description represents the

trouble item and subsequent words, the

type or kind of trouble.

Assignment - Columns 54 through 57

are reserved for the identification of

the organization and engineer

responsible for resolution. This

section is completed by the individual

assigning action for resolution. An

"S" in Column 54 indicates the

responsibility for resolution has been

assigned to Space Park. The

assignments may be changed by review

board action if deemed necessary.

Trouble Code - The trouble code

shall be entered in Columns 58 and 59

by the action responsible engineer

from a set of preassigned codes. For

a hardware failure, a trouble code H

is appropriate. In this case, the

written information area (analysis

section) will contain the part name,

part number and serial number of the

failed unit. Mission Assurance will
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use this TR information to generate

the Test Descrepancy Report (TDR) and

any other required reports.

Disposition Code - At the

completion of corrective action, the

action responsible engineer will

determine the appropriate code to be

entered in Columns 60 and 61 from the

codes shown on the TR form.

Status Code - When appropriate, a

TR is converted to a TDR or SPR with

open status and the TR will remain in

that status until theTDR or SPR is

closed. After review and sign-off by

the review board, the appropriate code

is entered in Column 62 to indicate

the closure of the TR.

Expected Close Date - The expected

close date is entered in Columns 63

through 67 by the supervisor assigned

the responsibility for closeout. The

review board chairman will review and

concur with or change the expected

close date entered.

Discrepancy Number - The Mission

Assurance representative to the review

board assigns a TDR number for

hardware failures and a Software

Problem Report (SPR) number for

software problems. For TDRs, a T

prefix is entered in Column 68. For

SPRs, an S prefix is entered in Column

68. Their respective numbers are

entered in Columns 69 through 72.

Uncoded Written Information -

There are two areas reserved for

written information on the TR form.

Sample Trouble Report - Figure 3

illustrates a completed TR. This TR

has been processed through the cycle

and closed by the review board.

CONCLUSIONS

Mission Assurance activities in

ground station development has

customarily been performed with much

less rigor than in the space segment

environment. Where the ground station

evolves to a highly sophisticated

hardware and software state (as in

TDRSS) the historical levels of

Mission Assurance rigor are simply not

adequate to control the magnitude of

problems experienced.
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TDRSS Ground Segment Mission

Assurance, in its quest for increased

rigor, has relied heavily on the

effective trouble reporting procedure

described herein. Without this

procedure, it is doubtful that the

project would have the level of

confidence in trouble resolution as it

now enjoys.
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LESSONSLEARNEDIN SOFTWARE
DEVELOPMENTFORAFSCF'S NASA
INTERFACESUBSYSTEM (NIS)

Gordon L. Wade

NIS Software Development Manager

The NASA Interface Subsystem

(NIS) is a new system of the Air

Force Satellite Control Facility

(AFSCF) data processing segment

designed to provide ground

support for Space Transportation

System (STS) activities. One of

USAF's responsibilities in the

STS program is to support the

Inertial Upper Stage (IUS)

missions put in orbit by the

Space Shuttle Vehicle. Both

vehicles communicate with ground

support segments, either

directly or via the Tracking and

Data Relay Satellite (TDRS of

Figure I). IUS mission

operations will partly be

conducted by existing AFSCF

resources and procedures, and

partly by additional data

processing resources provided

by NIS in a specially configured

mission control complex (MCC)

within the AFSCF. (Fig. 2)

The requirements, operating
concepts, and equipment

configuration for NIS evolved

over a relatively long period

of time. Top level requirements
originating in The NIS

Functional Requirements
Documents included

blocking/deblocking of data

to/from Goddard Space Flight

Center (GSFC) and/or Johnson

Space Center (JSC): limit

checking, archiving, and display

of selected telemetry data from

both vehicles: comparison of
state vector and attitude data

from both vehicles: and support
of interactive displays and

print capabilities.
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Ford Aerospace was selected as

the single prime contractor to

provide both hardware and

software for NIS in a turnkey

mode of operation. Economics

and timing realities forced a

situation where the hardware

configuration for both the

operational system and a

separate dedicated development

configuration were well

established by the time that a

tightly scheduled software

development effort was

authorized to proceed.

NIS consists of two coupled
minicomputers. One. known as

Telemetry and Command (TAC).

serves as a front-end processor
to interface with NASA's NASCOM

network. The hardware and a

unique framework of operating

system software were furnished

from an earlier NASA development

contract. The TAC Computer

Program Configuration Item

(CPCI) for NIS consisted of six

new NIS applications programs

written (of necessity) in

assembly language. There are

approximately 8000 lines of
executable code in the TAC

CPCI. The host minicomputer.
known as the Decom Interface

Controller (DIFC) processor.

drives most of the displays.

bulk storage, hard copy. and

man-machine peripherals, and

accomplishes most of the

scientific processing. Many new

programs were written for the

DIFC CPCI using either assembly

language or FORTRAN 77. One

unique aspect of the DIFC

software development was the
stipulated adaptation of
man-machine interface software

furnished by the government from



NASA'S Solar Mesospheric

Explorer (SME) project. Much

of this software had to be

significantly modified and

extended to satisfy NIS

applications and requirements.

Another unique aspect was the

incorporation of vendor-supplied

software for the "downloading"

of attached telemetry

decommutation equipment

(microprocessor- based). There

are approximately 70°000 lines
of executable code in the DIFC

CPCI.

The hardware implementation

of NIS included 15 racks of

equipment, floor mounted

peripherals and desk mounted

displays. NI5 color displays
were installed in the MCC.

External interfaces were

implemented using fiber optic

equipment.

What follows here reflects on

the lessons learned in the

successful NIS software

development that extended over

the two-year period from June

1981 through May 1983. Major

milestones during that period

included many requirement

meetings that resulted in a

successful System Requirements

Review in August 1981, a

Preliminary Design Review in

December 1981, TAC and DIFC

Critical Design Reviews in May

and August 1982, respectively,

completion of software unit

testing in February 1983, and
successful support of STS-6 in

April 1983 using an interim
version of NIS. For discussion

purposes, the lessons learned in

NIS have been grouped into

eight categories.

i. Front-End Preparation. One
of the first lessons learned was

that front-end plannlng.and good

requirements definitions are

essential prior to any design
effort. Numerous studies and a

sequence of 38 technical

interchange meetings with the

customer and user community were

held. These meetings were long
and difficult, but resulted in

an in-depth understanding and

established the requirements for

the specification documents.

These early efforts provided the

necessary foundation for the
software architecture. NIS was

fortunate in having a strong
advocate in the USAF officer

ranks to focus these meetings,

which led ultimately to a

successful £ormal Systems

Requirements Review (a

distinctly worthwhile step).

Good preparation minimizes later

changes to the requirements, and

NIS predictably became

relatively free of such

disruptive, confusing changes in
its design, code, and test

phases.

An important lesson learned

early was to provide the

programming staff with formal

training on the operating

system, the languages, and the

hardware & peripherals to be

used. Key team members traveled
to Colorado for face-to-face

orientation on the SME software

and operations, and to Florida
for a course on the telemetry

decommutation equipment. The
associated investment is

believed to have paid handsome

dividends in subsequent

performance.
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The relatively early
availability of a dedicated

software development system has

already been mentioned. It is

an important project advantage

for software engineers to be

able to get their hands on the

hardware at an early stage, if
only to get familiar with

editors and utilities needed for

creation of requirements charts

and preliminary design documents.

Finally. a motivated contractor

can hardly start too soon in

assembling a select software

development team. The company
assigned the best available

people to the job - and in time

for adequate preparations to be
made.

2. Methodology. NIS software
was developed with structured

methodology that is evolving

(and being documented) within

Ford Aerospace and elsewhere.

The success of NIS provides

added testimony that the method

works. The first drafts of two

types of document need to be in

place very early in the pro_ect

- the Computer Program

Development Plan, and the

Software Design and

Implementation Standards

(so-called in NIS). These

important "living documents"

should be in the hands of every
team member before detailed

design starts, and updated

thereafter as necessary.

An important element of the

methodology is to get the design

right before proceeding into

coding. In NIS. the use of a

program design language (we

called it NDL) instead of

conventional flow charts helped
this process. Being

computer-based, the NDL files

satisfied some engineers'

craving to work on the machine

while serving to create a sound.

reviewable, readily updated

design suitable for direct

incorporation into documents.

Putting the formal design review

charts and specification text on

the computer offered many of the
same benefits.

The discipline of decomposing

the software design into units

assignable to individuals, then

conducting separate design,
code, and unit test

walk-throughs on each is

definitely worth while.

Accompanying this structured

development is the valuable Unit

Development Folder concept with
its complete record of

significant activity on the

unit. The planning, pacing,

status monitoring.

communications, training, and

general management advantages of

the methodolgy were amply
demonstrated in NIS.

3. Incremental Integration and
Build Testing. The incremental

turnover of units to source code

control mechanisms, coupled with

incremental integration and

"BUILD" testing were also

F-33



followed to advantage. DIFC

software grew in five distinct

BUILDs. Early BUILDs served to
shake down the BUILD

construction process itself (all
the way from controlled source
code each time via canne_ Job

control streams), verify the
"backbone" of the architecture,

and give the independent test
team vital exposure to the
software.

Incremental integration and
BUILD testing had another

benefit. It provided grist for
the Software Development Review
Board (SDRB) to work on in the

form of Software Problem Reports

(5PRs). After some early
tendencies to take an SPR

against their software unit as a
personal affront, most software
engineers adopted a healthy
attitude about this weekly

machinery for resolving problems
with controlled software in an

organized, traceable fashion.

Many problems were discovered
and resolved at an early date
in this manner before larger
collections of software became
involved.

4. Schedultnq. The combination
of firm STS program support
requirements (i.e.. firm

delivery dates for NIS software)

and a relatively late start for

the software development effort

caused a very short time span

foe such development. This was

perhaps a blessing in disguise,

however, since the associated

questions of feasibility forced

a planning and scheduling
exercise that extended down to

individuals and the software

units for which they were
responsible. The 50 software
units formed from the two CPCIs

through functional decomposition
were laid out on the calendar

and generally assigned four
milestones each (3 structured

walk-throughs plus turnover to
the software librarian for

configuration control). The 195

milestones thus produced were

entered into a computer-based

status monitoring and reporting

system that served the pro_ect

very well as a weekly tracking

and contingency management
tool. The lesson learned is

that a similar process should
always be performed.

5. The Team. While all the

other factors and methods are

important, their presence merely

allows a software development
team to realize its full

potential as a group of

individuals. NIS was extremely

fortunate in its people.
Included were three outstanding

task leaders, four remarkably
gifted subcontractors, and a
staff of excellent engineers and
programmers. All of the senior

personnel were good
communicators, teachers, and

team workers. Together, their

expertise covered every
essential technical area. The
lesson here is to assemble such

a quality team whenever a
similar _ob is to be done.
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Organizationally speaking,
however, the author feels that

such a team has the best chance

for success when it can be

dedicated to a single project,
as was the case in NIS.

Mlnlmize the chances for

dilution of effort, and the
number of times individuals must

shift gears to concentrate on
the project.

It also helps to have some

humorists, some morning types,

some evening types, some

competitive types, some

compulsive helpers, some

compulsive teachers, and only

a very few with egos near the

surface. And it certainly helps

to be lucky.

6. Development Resources. NIS

was fortunately implemented on a

proven, mature set of computers
with a relatively capable,

robust, stable, and

well-supported operating

system. The same was true of

the languages available for

implementation. A software

development team has enough

problems without continually

fighting a flaky, unreliable,

poorly documented facillty.

The difference is very quickly

observed and appreciated by

insiders, but conveyed to

cynical outsiders only with

great difficulty.

A dedicated development system

is absolutely essential to the

success of any large software.

development effort. The USAF

recognized the need for a

development system and located

it at Ford Aerospace early _n

the project.

A good, contemporary

"programming environment" was

actively sought for NIS. This
took the form of a UNIX

operating system with a rather

powerful set of related tools

for computer-aided
documentation, source code

control, briefing chart

preparation, graphics, file

manipulation, etc. The

pre-existence of computer-based

graphics tailored to the

production of data flow diagrams

and structure charts was a key

element in the project's

success. The only drawback in

the case of NIS was the

necessity for switching a single

processor back and forth on a

daily basis from UNIX to the

target operating system.
Nevertheless, it was better to
have had UNIX with this

inefficiency than never to have

had UNIX at all.

The software development team

had an adequate complement of

convenient, dependable CRT

terminals. In a development

effort such as NIS, it seems

very clear that the lowest cost

solution is for every team

member to have his/her own

terminal. In fact, in the
current economic environment,
this author feels that
contractors can°t even affoEd
to debate the issue.
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7. Support. Regardless of how
good a team of software

developers are. it needs help
to succeed on any significant
pro_ect for today's military
aerospace customers.
Fortunately, the NIS software
team enjoyed such essential
support.

A good program management office
is essential, not only for its
traditional functions, but also

for its mitigation of any
micro-management tendencies on

the part of the customer, and
for its constructive comments
and criticisms in rehearsals for
formal reviews. In the case of

NIS. the program management
office also satisfied the

indisputable requi_ement for
quick reaction to serious

facility and hardware
performance problems.

NIS successfully avoided the

software/hardware personnel

contention problem that so

frequently emerges to adversely

affect progress on system

development pro_ects. The

mutual understanding and respect

that grows from hardware and
system engineers knowing about
software, and vice versa, is the

probable explanation. In any

case, NIS software engineers

benefited by excellent rapport

with the system engineer and

various hardware-oriented

personnel.

Any team can benefit from the

support of a few strategically

placed workaholics. NI5

happened to have them as

the operator of the graphics
terminal and packages, the
software librarian and Software

Development Review Board
recorder, and the technical
editor for computer-based
documentation.

8. Approach. Just below the

methodology framework was an

implementation approach tha%

yielded numerous lessons.

O Whenever possible, a

software development

team should acquire its

own expertise. It
should be as

independent as possible
in matters of operating
systems, interfaced
micro-processors
furnished software,
hardware interfaces,
etC.

Divide the effort as

required to get proper
granularity, separate

and spread

responsibilities.

Promote participative
specification writing,
design preparation, and

design presentation.

O Distribute some of the

interesting.
challenging, and

important tasks to
Junior personnel.

O Promote a full spectrum
of involvement for as

many team members as

possible (from
requirement to
fruition).
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o

o

o

Keep task leaders and
supervisors technically
involved, at least to

the extent that they
can accurately assess
and appreciate the real

problems.

Trust the advice of

team experts on
technical issues: act

accordingly.

Do participative.
ambitious scheduling:
prominently display and
advertise the resulting
plan.

Set up a highly visible
weekly monitoring and
reporting cycle.

Treat software

developers as
professionals: allow
latitude in design and
implementation
approaches and
expressions, balance
the methodology rigor
with common sense.

Help make the work
rewarding.

Let the software

products speak for
themselves whenever

possible.
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LESSONS LEARNED IN SOFTWARE DEVELOPMENT

FOR AFSCF's NASA INTERFACE SUBSYSTEM

(NIS)

Gordon L. Wade

NIS Software Development Manager

Satellite Control Facilities Operation

Ford Aerospace & Communications Corporation

NIS OVERVIEW (CONTINUED)

Pre--established hardware

Long requlrements evolution

Two coupled mlnlcompuisrs

TAC front end for NASCOM network intellace

GFE hardware and operating systorn software

New NIS applications tm_ks

DIFC host

Displays, bulk storage, hard copy, MMI

Scientific calculations

Nucleus of MMI sottwere Is GFE (SME pcoJect)

Vendor-supplied software downloads telemetry

decom equipment

NIS OVERVIEW

New computers to be Installed at STC for IUS and DaD

spacecraft support

NASA Interface Subsystem (NIS) to provide

Dais exchange between NASA lind AFSCF commtmlcations

and computer systems

Ocblter data _ by MCC users to oo(lduct real-

time STS payload operations

SpeclaJ_ed data processing functions related

to IUS fight operations

Complexity of interfaces and seCUrity conalderations

dkctais distributed i:xoceuor configuration

¢e_wamm_* celm,lm,

STC STS DATA PROCESSING OVE]RV1EW

r...... ! I_--1---___. _---_--_,". ......
_ t I I _-; ___... _---------

i L--_J'T-" 3 I-'_

[ ..... - , _--'__-T ........
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1
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f IQIli

m 8uPPowr OVERVIEW (WlTH "I'ORSS, loe3 - N)

,..... .... Z

r_uml i
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FACTORS IN THE INS SOFTWARE DEVELOPMENT SUCCESS

• Front-end preparation

• Methodology

• Incremental Integration and build testing

• Scheduling

• The team

• Developmenl resources

• Support

• Approach

¢.m...,=,.,.._ c _.
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FRONT-END PREPARATION INCREMENTAL INTEGRATION AND BUILDS

Reasonably good requirements dehnltlon

Long and difficult requirements meetings

Early TIMs with cuslomer and user community as

software design developed

StronQ project officer in USAF

I Meanlngful SRR ]

SpeCific staff training on target syslern

Early access to largat hardware tar software development

Select _pment te_'n

• Incremental integration

Control of source code

• Build construction on devekoprneJnt system

• Build testing on target machine

Independent test learn

• Organized handling of problems with SDRB

¢ld._vwq ¢ c_-_, _e.0ao_eeeKea

METHOOOLOGY

• Structured methodology

Standard Ford Aerospace (Tailored)

• LMng CPDP & SD_S documents

Unlf bevelopment folder concept

Program design language instead of flowcharts

Structured design complete before coding. CDR

• Computer-baaed deign (;InctJ_nents

• Welk-throoghs: design, code, unit test

• Unit milestones for status monitoring & management

THE TEAM

Results no better than aggregate potentlld of

Indlvidulds

Outstanding task leaders

G_Ited senk_r peo_ - right expertise el

right time

Good cornmun_.41tors, teachers, teamwoekers

Great staff of junior people

Derll¢.,ated org_nizationel unit

Unusual esprit de corps

SCHEDULING

Ext remedy "success-oriented"

24 month deve_pment I)eriod

Detailed planning and _-'nedutmg tasks

Down to assignable unit level (195 milestones,

for 50 units)

Weekly status

DEVELOPMENT RESOURCES

• Proven equipment

• Exc, e_ent development system

TarGet operating system

Languages

• UNIX

• Computer based graphics

• Convenient. dependable CRT terminals
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SUPPORT

• Strong suppOrl groups ere vital to success

• PrOgram management office

Balanced technical dlrection/latltude In traditional
functions

Constructive review comments/critlclsms
Optimal buffering of customer concerns

Quk:k reaction to facility/hardware performance
problems

• Good working relaUonships with hardware & systems
englmmrs

• Workahoflcs where you need them

Graphics terminal operator
Software librarian & SDRB recorder
Technical editor for computer-baled documentation

APPROACH

• Acquire own expertise whenever possible
• DM4don of e4fort, separMe re_oomdbllitles
• Promoto pertlcJpatlve q>ec wrtting, design effort
• D_tr|bute blfe_rsefing, challer)OinG, & Imporlanl tasks
• Promote • tuff spectrum of InvOlvement
• Keep task leaders & suf>ervi_k_rs technk:ally Invohted
• Trust team expertise
• Do pKllck)altve. _nb_tious echeduHng

• Set up highly _sible weekly monitoring & reporting
• T_t sotrw_'e _ ae proteu,_o_a_s
• Make the work rewarding
• Let the software products speak for Ihemsehtes

C_,,,mc .k._ C,,._mem_
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APPLICATIONOFPREPLANNEDPRODUCTIMPROVEMENT(p31)
TOTHECONSOLIDATEDSPACEOPERATIONSCENTER(CSOC)PROGRAM

DESCRIPTION:

Many DOD program are experiencing

substantial delays in placing weapon system
in the field. This translates into systems

which frequently approach absolence before
implementation is complete. A potential
solution in many cases is the application
of Preplanned Product Improvement (p31).
p_I is an acquisition concept which
programs resources to accomplish the

orderly and cost-effective phasea growth of

a system's capabilities, utility and
operational readiness. Careful application
if this initiative to programs which are

long-term, subject to need change, require
performance growth, or have near-term,
operational milestones, can result in
significant savings. Prime benefits
include: shortening of deployment tin_;

greater control of program funds; system
upgrades accomplished in a sequentially
planned and budgeted manner; and a

reduction of logistical and support
problems.

p31 is not a program itself, it is a

management approach to system development
which plans for change. This approach uses

a "stepped" requirements process in which
reduced capability is accepted sooner
because the system is planned for

subsequent upgrades. A conventional

application might be to an aircraft; the
initial design would use available

technology, but would reflect planning for
sophisticated upgrades in terms' of future

volume, weight and power provisions.
Development of new modules or components
directly infers the need to identify
additional R & D funding up front, and DOD

level guidance already supports this need.
A broader application of PJl principles
applies to Command, Control, Communications
and Computer (C_) systems. In programs
of this nature, the process of pre-planning

an incremental or phased growth approach in
itself meets the basic intent of p31.

JAMES E. FORD, Major, USAF

CSOC Aquisition Branch
AF Space Division

While funding wedges for R & D of high
technology elements might be required, in
many instances the incremental process

provides ample opportunity to use newer
technology while remaining within the state
of the art (i.e. no R & D required). In

short, the process of pre-planning a
program to phase _its growth is a basic
application of p31, and R & D funding

wedges may or may not be required. In
either case, some cost increase can be

expected in the design phase to accommodate

the planning process and to incorporated
those provisions which allow the
flexibility to accommodate changes and/or

growth.

Literature on p31 is still relatively

scarce, and specific examples of ongoing
applications are rarer yet. Information
should be compiled at Product Division

level and made readily available to program
offices. Air Force, Command and Product
Division focal points have been identified,
and are listed below:

Air Force Lt Col Bastien/RDXM/277-

3040(AV)
AFSC Lt Col Hernandez/SDDE/858-

3316(AV)

Space Division Mr. Musser/ALM/833-1966(AV)

IMPLEMENTATION:

To be effective, p31 must be applied
early in a program, and be fully supported

and understood by the responsibje Program
Director. Application of PJl to a
specific program should not be forced upon

the Program Director, but must derive from
his understanding of what it is, and his
belief that it is appropriate for his

program. Education is required, and this
should take the form of promulgation of

Command level policy, followed by Product
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EXAMPLE: Application of p31 to CSOC

Program.

The Consolidated Space Operations
Center (CSOC) will cQnsolidate operation
elements of the Air Force Satellite Control

Facility and the National Aeronautics and
Space Administration (NASA) Space Shuttle
mission control. This provides a redundant

capability to perform these essential
functions in a separate, secure location
(Colorado Springs, Colorado). A new

facility is being built to house these
primary operational capabilities, and has
been designed to allow growth for future
missions. The CSOC will have a complete
Communications capability which will

connect it to the existing NASA and Air
Force telemetry, tracking and commanding
networks.

CSOC has been designed for

implementation in operational increments.
These are designated Incremental Support
Capabilities (ISC's), as shown below:

ISC I: Backup Mission Control C_lex
(MCC)

ISC Z: Ist MCC
ISC 3: 2ridMOC
ISC 4: 3rd MCC

ISC 5: Shuttle Mission Planning

capability
ISC 6: Shuttle Mission Readiness

capability
ISC 7: Shuttle Mission Control

capability

These ISC's are time phased, beginning
with ISC I in 1985 and culminating in ISC 7
in 1990. This phasing of operational
capability in itself represents an
application of p31, but for CSOC a more

specific application can be described;
communications. The communications

capabilities of the system are known, but

the requirements must be implemented over a

long period of time and are subject to
upgrading.

The contract approach for CSOC
Communications is to i_lement P31 as

part of the basic design process. The
contractor is required to design a
communication system which meets the total

known operational need (through ISC 7),
plus provide flexibility for additional

future growth. The design must then
accommodate the known operational
increments and be installable, testable,

and usable at each [SC. A key design goal
is modularity, such that each subsequent
installation of additional communications

capacity does not disrupt ongoing

operations. Yet another provision of this
process calls for a design which can meet
requirements with currently available

equipment, but which has provisions for
converting to more advanced equipment for
later ISC's. A specific area which is

being considered is to implement early
ISC's using conventional wiring technology

but allowing for possible future use of
fiber optics.

Implementation of p31 to CSOC

communications began with the system
specificaiton where growth, modularity and
capacity requirements were stated. These
are functional requirements, so the
contractor still retains the design
latitude to meet the requirements in his
own way. Continuous end}basis and

evaluation of contractor planning for p31
is accomplished through specific

contracting mechanisms. The proposal has a
separate section which addressed p31, and
all technical factors were evaluated for

consistency with the p31 approach

described. In this way, PJl
considerations played an in_oortant role in
the selection of the Communications
Contractor.

The Statement of Work calls for

specific analysis of p31 during the

design process, and every technical review
specified by MIL-STD-1521A requires an
assessment of p31 implementation. In

this way, the entire development process
has been tailored to recognize p31

imperatives, including adherence to a
funding profile which is staggered to be
consistent with the ISC's. Costs to

support upgrades are also identified as a
early part of the contractual effort, and

the Program Office has the opportunity to
assess the validity of the enhancement and
seek funding wedges while the program is

still in the development stage.

Other contractual mechanisms used to

emphasize p31 on CSOC communication

include: a testing program geared to accept
usable increments of communications

capability to support a given ISC;

application of Award Fee provisions which
allow subjective evaluation of contractor
success at p31 implementation; and

frequent reference to lessons learned from
other p31 programs as evaluated by the

Program Office supported by p31 experts

(most notably the expertis_ available at
DSMC). In summary, POl has been

emphasized, planned for and is measurable
in its application to the CSOC program, and
especially to CSOC Communications.
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Divison guidance. Local guidance should

include provisions for screening all
ongoing programs and identifying potential

candidate programs. Programs identified

must make their own assessment of the value
to be derived from P_I application, and
the decision to apply must receive Command

level support, particularly in obtaining
revised program direction and early budget
emphasis as required.

The application of upgrades at

pre-planned points in time requires the

Program Director to develo_ an acquisition
strategy that addresses P°I early in the
system development process. Drafters of

PMD's must address the applicability of
p31, and specific contracting approaches
must follow. Some basic elements of a

typical approach would include:

AREA

Acquisition Plan

INTENT

address p31 in a separate section

assess applicability/Impact

Specification(s)

RFP/Proposals

Contractual Tasks

Incentives

Expert Assistance

Lessons Learned

- phased requirements

- growth provisions

- emphasis on modularity and capacity

- evaluate p31 during source selection

- develop p31 design criteria

- evaluate during reviews

- assess at development testing
- build to increments/phased upgrades

- p31 incentive applied

- continuous emphasis and appropriate award of
special incentives (i.e. Award Fee)

- AF, Command and Product Division focal points

- Defense Systems Management College
- Industry

- other p31 programs

Program Directors must identify funding impacts, if any, early. Desig-

nation of a program for p31 applicability requires Product Division, Command
ano ir force support in the budget cycle for funding wedges so identified.
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MISSION ASSURANCE IN DSM

Richard W. Cosgrove, IBM
George T. Kelton, IBM

I. INTRODUCTION

The Command and Control Segment Ices) of the
Air Force Satellite Control Facility IAFSC_:} is

beng modernced under a project known as Data
System Moderr=zat_on (DSM). The s=e and

complexrty of the system to be installed, as well
as the requrement to transitK:)n while rear, raining

system operat=ons, demands a develol:_nent

techr-dque whIch provIdes constant
customer -contractor rlteraction from the

development of system reourements through

acceptance of the system. Detalecl test planrmg
through a concept of requrements allocation with
traceability to the lowest level of Oevelopment

and test is the key to r_ss_n assurance n DSM.

Satellite Control Facility Background
Foil #1

The AFSCF was established in the 1960's tO

support national space test programs. It provides
serv_es for telemetry, trackng and commandrcj

of POD. non-DOD, and occa_onally space
vehicles of other nations. In sN3port of external

users, it prov_les data processng, distribut_n and
routng services as agreed upon It is responsible

for management of desagn, operation and
mantenance of the worldwide network.

Why Modernize?
Foil #2

The chang_g roles and r_ssions of space
programs from that of space tests _ the 1960's
to space operatmns, as well as advances in

satellite tect_otogy, have placed ever increasng

support requ_ernents on the AFSCF network.

This r_oreased network loading requres ncreased
availability of the Remote Trackng Station (RTS)

resources to perform telemetry, trackng and
control funct,3ns n addit,3n to vncreased data

process_g capability for space veh_le contact
support, Increased work load, coupled with an

objective to reduce operatr_j costs ¢hctates a

modern=atlon of the data system architecture

and an up_ao_ng of the data process_g
hardware anC software
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I1. AFSCF DESCRIPTION

In order to Lz_ierstand the s=ze and complexity of

the Data System Moderr'_zation program, a brDef
descr#tJon of the extstng SCF system ,s

necessary

The AFSCF System
Foil #3

The AFSCF is a worldw_le, h_jhly chstributed

fac._y whach is cbv_led nto five ma)or segments
The Fac_ties Segment prov_es the physical,
electrical and envronmental _ements that are

requ_ed at the Remote Trackncj StatK3ns and the
Satel_te Test Center. The Support Segment
includes the trn_g equ_ment located at the RTSs

and the STC The maior funcbon of the

Co--cations Segment is to prov_e

co--cations between all other segments of
the AFSCF system. NASA. and other external

uses. Tl_s ncludes c_cat_ns security and
data recording functions for the AFSCF. The
Telemetry, Trackr_j and Corw'nand (TT&C)
Segment is comprised of antennas, recovers.

transrr_tters, and s_gnalcondi_ equ_rnent
wh_h perform pre-launch sate_te checkout,

aCCl_S=t_n and track_j of satelltes, reception of

telemetry and ranging data. transr_ss=on of
commands to the satellite, and transr_ss=on to

the Sate_te Test Center (STCI of telemetry and
rancj='_gdata v_ the C_atlons Segment.

Lastly. the Command and Control Segment.

wh=3h _ the _egment ad0ressed by DSM.
conta_s the data processing, o_splay, control,
¢_stribut_on and _terface hardware and software

necessary for Mlss_on Control Complex (MCC)

operations, range plann_g and scheduling, range
resource conf_jurat,on control, and the overall
management of the AFSCF.

AFSCF Network
Foil #4

The global operatv3ns of the AFSCF network are
comprised of twelve antennas at seven Remote

Trackr_j Stat_ns. These faci_ties are located at

Vanden_erg AFB. Greenland. Unted Kr_gdom.
Guam. Hawaii. New Hampshire. and n the In,an

Ocean. the Remote Vehicle Checkout Fac=_ty

(RVCF) at Cape Kennedy AI=S. plus the Satel_te

Test Center at Sunnyvale. Calfforr_a



AFSCF Hardware/Operations Today
Foil #5

At the STC. program office ana AFSCF support

personnel plan. _tegrate. schedule and control the
total network for multiple sate_te support Each

Dro_am has a support team wnech operates

from an asscjned MCC at the STC as if _t were
the only program usrcj the network.

;_ass plannr_j is 0eve_oped on the F_nt Support
Computers. manly based on data obtar_¢l 0urng
the last contact w=th the same satellte, with

output ioe_g paced on transfer tapes. These

p_ans ,_clude the development of telemetry
modes, schedules, and tables: or_t cietermr_t_n

and eDhermens generation, n_ antenna
po_t_g data: orgar_zatmn of station Instructions;
and the development of vehicle commands. The

transfer tapes are then hand carried to the

Emulator Buffer Computer (EBC) for transmiss=on

to the RTS durr_g the pre-pass contact support
phase

The function of the EBC is to prOVK:le rein
data support durrcj all contact phases. Dunng

pre-pass, data from the transfer tapes is
transr_tted to the RTS descjnated to st,oport the

pass Durrcj the pass, realtime telemetry, tracking
and comma_ data is receNe¢l from the RTS.

Telemetry messages are unpacked and formatted
for output to MCC pnnters and ¢Lsplays. along

with trackrcj and corm'tancb_ Informatiort
Post-pass actMtms nclude recovrcj ad_
data as well as the processrcj of that dat=_

The network nterface c_tions

comouters prov<le formattrcj ar¢l protocol inks
to computers at oth_" agenoes such as NASA.

Eastern Test Range and Space Dive,on n El

Segundo

The ControLs and Display subsystem, inckJdk'_ the
C and D Computer. proviOes the man-machine

nterface v= consoles contanng ¢isplay mor_ors
and keyboards. These consoles are utilized by

rr_ss_on control personr_ to mondor pass
operations and to prow:le commancl and control

capaloikty through voce I¢_kswith the RTS

antenna and, followrcj accl_S_t_n, processes the

trackng data rece=ved from the antenna
Commands are sent from the computer by the

operator at the Star=on Operator Console. who _s
voK:e contact with the Miss_n Controler _ the

MCC, and then the commands are monitored on
the downllnk for venfK:atK:_n In adcl_ion the mTc

processes a subset of the clownmk, telemetry.
records TT&C data and retransrnts any

requested 'n'tssed data to the EBC.

II1. DSM DESCRIPTION

Data System Modernization
Foil #6

One of a nurrtmr of major rnprovernent activ_ms
witl'm the AFSCF, the Data System

Moderncatmn program is a ful scale

development effort to upgrade the AFSCFs data
svsten&

DSM wt

a Cantralize necessary data process=rcj

capabilities at Sunnyvale AFS by e_nnatrcj the
i:lata processccj capablity, command and

control eojpment and associated operations
and maintenance personnel at the Remote

Trackrcj Stat_ns (RTSsl.

b Provide drect cornrnand and control capability

from the MCCs through a new control and
display system, thereby reducrcj the staff
requred _ the corrc_er areas

c. Prov_te fourth generation autorneti¢ data
processr_g eoJornent together vv_h upgraded
and modern software

d. Convert to new output ctsplays, thereby

conservrcj paper resources and reducrcj data

storage costs

e. Provide increased capaoty for the currantly

Oefined reQurernents and growth for future

requrements.

DSM Hardware Description
Foil #7

At the RTS. the RTS friary Tactr..al conifer
_mTc_ receves pre-pass data and condi.K:ts data.
transfer tests. Dunng pre-acqu_s=tJon, the mTc

transfers pre-pass data from disk to core and
codes the entre contents of core to disk for use

=n recovery operatx_ns n the evant;of a pass

,allure. The mTc then passes pont]ncj data to the

Vrtualy the entre Command and Control

Segment is re_cecl by DSM. The CCS Ls
comprised of a new Data Distri_tlorl System and

10 separate computer coaxes; e_j_t Miss_n

Control Complexes (MCC). the Range Control

Complex (RCC), and the System Development
and Test Laboratory (SDTL) at the STC, and
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Rennote Tracking StatJon/Remote Veh_le

Checkout Fac=lrty Control and Status Equipment
(RCSE) at the RTS s and the RVCF

Each of the computer complexes Jscomprised of

cortv,nerc=ally avaital01e, state-of-the-art systems

consistnng of dual mainframes with snared
peqoherals and several redundant smaller

computers whK:h are used as front end

processors. The systems are configured _ a
"kernel arch,tecture, which is =dentical _ each of

the complexes

On the return link. m normal operataons the RCSE

passes gathered antenna data and receiver
status, as well as selecteO command echo aata

to the contro_ MCC for real tn_e c_sptay ar_
_teraction Thts same data is passed to the RCC

vm the back-up narrowloand tr_ for _ts role of

mor_tor_ range resources Telemetry aata ns

passed vm the w_and k_ drectly to the MCC
for health and status mor_torng and user
c_ssemrtat_3n.

DSM Software
Foil #8

This "kernel" architecture as a symmetrical

confcjurat_on that concurrently supDorts bOth the

hK:jh prionty task of realtrne spacecraft contact

support and lower prmnty planrmg and evaluation.
The plannng and evaluation processor Can be
sw;tched to the hK_ner prk:)rity realtn_e contact

task w_th_ 85 seconds, thus acheving a 0.9994
contact support r_ssnon reliability. The kerr_
CPUs share dual IBM Seres/1 computers, whK:h

serve as front end processors for telemetry

data. a shared disk system averagng 5.5
glgabytes of storage per MCC, _x ad_tlonai

Ser_s/1 computers linking the system to the
AFSCF network, and other peripherals as
neeclea, such as pnnters, tape urtts and displays

Most equ¢_=nt is suPl:Y_d by IBM corrv'nerc_l
civistons except for the Sanclers dmplays and the
Hams Contact Support, EqJpment Group (CSEG)

ur_ts Var=tK_nS m MCCs are accommodated by
the adchtJon of hardware and by the use of an

appropriately razed CPU The RCC, utilzng similar

ecluc_rnent, manages the range resources and
Controls RTS/MCC connectivnty w0thn the STC

The benefits prov_led by a common hardware
arch0tecture are contnk_d r_ the software

development approach Common software wdl be
developed for use by each of the 10 complexes

whK:h wii be augmented by software for each
MCC.

Approxrnatety 6.5 milion source lines of code
(SLOC) wdl be dehvered by the DSM program, of
which about 5.0 rrdkon consist Of IBM kcensed

programs and IBM OS/MVS. Of the remanng
1.5 million SLOC, about 20% can be Ifted chrectly

or lifted and modified from IBM Federal Systems
O=wsaon products. The remanncj new code will be

developed, mainly utilBng the Jovial J73 language,
as separate software modules ,NhlCh are
referred to as Computer Program Configuration
Items (CPCI). The CPCIs are the result of

subdlv_ system reclurements anto Iog_aL
functK3nal parti_ons, whK:h alows somewhat

i_depenOent Oevelopment of l::_eces of the

system.

IV. DSM IMPLEMENTATION

Ot_ratJons in DSM are surn'narcecl as follows.

Pass p_annng will be developed on the Plarnng
and Evaluat_n Processor Concurrently, and

uti/zng shared per_heral resources, real-tn_e
contact support wii be conducted on the

Contact Support Processor. Ground control
drectives and vehK:le commands are routed

through the front end _terface un_s. wh_;h
prow:le nterfac'_g and protocol and apply

appropr_te security measure to the Data Routng
Group (DRG). Connectivity with the de=red RTS

resource _s prov_Oea ioy DRG swatchng which _s
under control of the Range Control Comples
(RCC; Data receNed by the RCSE _s processed

and acted upon accor0_gty Th,s nc..ludes the

control of the antenna as welt as prov_dng the

t_ed release of commanas to the space vehicle

Foil #9

As in the development of any product, the goal

of the DSM organzat_n is to provcle a product
whK:h satJsfies the stated redurements and

ensures satLsfactory performance n the
_l_atio_, of that product. To th_ end. IBM has
SOught out subcontractors and err¢)loyees who

have exper_mce n prewous space related efforts

and estabhsned a program organzation with total
performance responsib_ty and effective control

over the resources needed to satisfy system

requirements.

The rnethooology developed to assure rnss=on
performance in C)SM as one wh0ch has _ssected

the system requrernents nto manageaole ur_ts _c
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allow modular hardware and software design by

the systems development orgar_zat=on as well as

to provide the test orgar_zation with the

capal_ty to verify each of these requrements at
vanous ievets of test.

Wsthln DSM. the Test and Integrat,on

(T&l)departrnent ts organizationally independent of

the System Development department. This

prowdes the necessary author=t v to function as a

pseudo-customer

T&I w= ut_ze several resources r_ the

performance of its task. one of which is

s_jrwficant enough to warrant at least a br_f

descrc>tlon. The Systems Development

Laboratory (SDL). located _ Ga_hersburg. Md ts

the pr_',nary facility for the development.

_tegratDon and verd:icat_)n of DSM It emDIoys a

characteristic set of DSM hardware augmented

by emulation and driver equpments which provide

the capab_ty to stnulate the AFSCF envrorv'nent.

V. REQUIREMENTS

Foil #10

The At=SCF Specification for the Command and

Control Segment _"A" Specsficatlon) was then

denved from the user defined detailed

rec_u=rements soeclficatJons Tl'us Oocument

established the performance. ¢les_jr_.

development, and test reqLm'ements for the

Command and Control Segment The _tent of

this aocument is to prowde

a. A conczse functional descr_tNDn of the CCS

b Functional CCS requrements.

c. A defntJon of _terfaces betwe_ the CCS

and the other AFSCF segments.

d. A specification of mditary standards, cb'ec

rives, and stumes that perta_ to the descjn

development, and rr_ementat_3n of tl',s

segment.

An appencix to the "A" Speaficat_n conta_s

CCS work load requrements that prov_le a
defhned load based on a set of activities that must

be supportecl by the CCS. It also provK:les a
quantJtat_ve ba_s for the defined load n terms of

SuCh aCtlVlTJeS as: maxrru'n allowable run trne.

maxnu'n storage, and nT_u-n response trne.

The first step _ the development of any system Within the "A _ Specif_.a_on. requrements are

,s the generatJon of system level re_Jr_ts, traceable from system functJonal reosemeclts to

The second step =s to allocate these requrements CCS furctK_naJ area and/or confcjuratx:_ item

_to log_:al descjn un_s. These unts are called (CI/CPCI) descjn character_tcs.

confi_Jat_on items (Cls). The thrd step is to

develop a detailed specification for each Requirements Allocetion

configurat_3n _tem that exl:_y deb'_ates how Foils #13,14

each reo.=rement ,s met by the descjn to be

_'nplementecl The requrements delneatecl n the "A'

Specification were alocated by the DSM System

The approach taken n DSM was to develop Eng_neerng orgar_.atlon to nOvK_BI CIs/CPCIs

. _creas_jiy lower levels of documentation that us_g two Odors:

prov_e allocation an0 "traceal_ty of detailed

customer reclurements from ntJat specificatv_s The Requrements Aiocatlon and TraceabJty

to rcliv=c_31 CI/CPCI Oescjn s!_ecificatK_ns. Each Matrix (RA&TM) provides traceabity of
level of aocumentatK_n also conta_s a reoJrements from systems level docum_'itatlon

reclurements ver_icat_n matrix that prov_es ancl alocates these requrements to lower level

upward traceabdty as to where ¢_ the test cycle soeoficatx_ns Every requirement is traceable to a

each rectJrement wd be verified for and by tl_e parent recurement n the "A" Specificalx_n The

customer _rpose of this document is to verify that al

requrements found _ or denved from the CCS

System Level Requirements reclu_ements documents have been included

Foils #11,12 the "A' speofication and that these reosements

have been alocated properly to lower-level

An extensive effort was undertaken by the sDecrflcatJons

CUStOmer user CO_=ty that resulted _ detated

system requrements specif_:atens for DSM The Performance Requrements Aiocat_n Mamx

These requrements form the foundat,on for CCS {PRAM) partitions and alocates performance

des_jn and deve_t, retirements and resources needed to fulfil the
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fut_ctJonal requrements described _n the "A'

Specificat_3n to the Configurat_3n Items (CIs_ and

Computer Program Configuration Items (CPCIs)

CI/CPCl

Program Development Specificaitons

("B" Specifications)

Foil #15,16

'B" SpecificatK)ns are used to state the

requrements for the development of ndivmlual

CIs/CPCls Each "B" Specification must be n

suff_ent detail to describe effectweh/ the

funcbonal character_tJcs that each CI/CPCI must

acn_ve It contains a requrements traceability

mamx that traces requrements from the "A'

SpecificalJon and a requrernents verification

rn_trlx descnbrlg how and when each

requrement wJ be vrif_cl

Cl/CPCl

Program Product Specifications

("C" Specifications)

The "C' Spec:f_,at_n fcr each CI/CPCI

establshes the complete =aentificatJon of that

Cl/CPCt rK:Judng: requrements, storage allocat_n.

detaled desert, and method of qualifK:at_n. It also

contar_ a requrements allocatJOn rnatnx and a

rec&m'ements verif_tJon matrix.

Vl. TEST

Foil #17

The pnmary goal of mrss_n assurance will be

achmved by the contractor n a ser_s of tests

caled Development Test an_ EvaluatK3n (DT&E)

wr=ch are des_jned to first venfy and then
demonstrate to the customer, each =-¢livi_al

requ_ement detailed n the "A' Specification

DT&E is preceded by development tests used to

evaluate algonthms and aes_n attemat]ves

However. it _s n DT&E that the capabktJes to

meet system reqMrements and perform rr_ss_on

operations are verifmd Therefore _t _s the C)T&E

program that w_l be discussed here.

The DSM program test phdosophy, nOLOng the

goats to be achieved and the method used to
ensure that ach_vement _s descried first Next.

the mplement_tion of the test program to

accomDksh these goals =s c_scusseC Th_s requres
a aefntlon of the various test levels and now

they relate tO the accomp_snment of the overal

goats

In tn_s _scussK3n spec_l emDhas=s w| be placed

on formal CCS system test_g, snce thIs Is where
the fc_al contractor aemonstratlon of rrtss_on

assurance _s made.

Followng the DT&E test phase r_v_bal STC

VehK:le Operations (VOs) w_ conduct a ser_s of

r_epenclen_ rrtssK3n assurance tests Th_s phase

of testng is caled Operations Test and Evaluation
tOT&E)

Philosophy
Foil #18

The CCS test philosophy can be described by

demeat_g the goals to be accoml_st_ed and the

method used to ensure COmpiance

The prrnary goals of the CCS test structure can

be surnmar_zed n three key pc, nts:

a.

b.

c,

Verify and demonstrate that the CCS system

adheres to the letter of the requrements

Verify and demonstrate that the rnpiernented

des_n of the CIs/CPCls fully adheres to the

approved descjn specif_at_n.

Assure that the final product performs r_

accordance with the operatK)nal expectatmns
for both normal and _onorrn& con_t_s.

Foil #19

The method used to ensure c_e has been

des_ned tO alow evaluatK_n and verrficatK:)n of
the CCS as it evolves and demonstration of

capal_t_es at the svstern test level For the

purposes of th_ Ctscuss_on venfK::ation means the

evaluation of a requrement for an envelope of

cor_bons _cludin_ norrmal. Irnt. and error
cond_ons.

DernonstratK_n means the retest of a prevK:)ush,

ver'rfieO requrement n a totaJ system

conf_atK)n tO demonstrate system OperalOikty

and performance. A Oemonstr at_on of a

requrement wii not retest the full envelope of

COnditions. but w_l normally be m_ted to a norrmal

con@tK:)n The method used to verify

requrements as the CCS evolves _s as foiows:

& A shal' =s the lowest level of detneabon of a

CCS reoJrernent It =s nterpreted as you shall

clo the fotow_j in the 'A' Spec_hcat_on.

shaliS have been taentlhec_ down to the pa_
sentence level.
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b The Verification Cross Reference Matrix

(VCRM) is used to map system requirements

(snals} to test verif_:atlon reQurements There

is a VCRM rl the 'A' specification and in all

"B and "C specifications Th=s matnx identifies

the requ,-ements (shallsL at what level of

testr_g the re_ernent fs to be verified.-and

the method used to verify the requrement.

c. Shall verificatE)n testr_j has been planned so

that the verification wdl take place as early as

feas_e _ the evoiut_on of the CCS This cjves

eariy _sEjnt Into me development of the CCS

This plan is documented by the various

VCRMs A shall fs verified by conducting tests

of nominal. Irrit. and error conditions These

tests will verify that the requrement has been

fully and properly rnplemented

d. System level test methodology allows for the

testng of each system shall at the eartest

feasible pont ¢_ the evolution of the CCS It

must be recogr_.ed, however, that some

shals requre a complete system before

evaluat_n can take place Ad_t_onal testr_ is

planned that will retest many of the previously

verified shalJs n a full system envrontnelt This

techrique ensures that the stated goals of

CCS testr_j can be fulfilled whle atowng for

problem dlacjnosls and resolut,on throughout
the test cycle

Implementation

Foil #20

The CCS DT&E prcgram has been ,'nplemented

I::)y div_k-¢j it nto four levels clesx:jned to venfy

and obtain customer acceptance of ass_jne¢l

shals at the earkest feasible pont in the

development cycle. The first three levels are

contractor conducted test act]vlt;es These nclude

component tests. CI/CPCI corr_iance tests, and

nt[al system tests The fourth level _s a customer

conducted DT&E systems tests After the four

levels have been described, ntJal formal systems

testng wil be descrVoed n more det_l. Tt_s

ac_vrcv has beer_, sc_jled out because it =s the

verification of shalls conducted bv the contractor.

Foil #21

Each DT&E level is concerned w,tn alJ the goals

of testr_j, but concentrates on one or more of

those goals as tts prrnar v ob)ect=ve. The

descr_tlon of each DT&E level _s sub_videcl nto

nd_v¢tual test pro_'ams designed to most

effect=rely meet its Drmnary goals The descr#t_n

of each level and =ts assoc:ated test program will

,qcluOe the primary goals of the test. the CCS

cements to be tested, who ts responsible for

piannr_j, execution evaluauon, wttnes._ng, and

acceptance, the relatlonsh_3 of tnls test tc other

tests and levels, and the Iocat,on of test

executK)n

Foil #22,23

The prrnary goals of component testing are

to ensure that the r_=mentat_3n correctly

reflects the desuan specificartons. ThLs ntial

_evei of testng ts des_jned to verify r_vx:lual

hardware/software components. These tests

nc_uOe Internal Readr_ess Tests IIRTs_ and

Pre_'mary Quallficat_on Tests (PQTs) for

software: and Corr_onent Tests iCOTsl for
hardware

Software IRTs are nternal develcl_nent

orgar_zatlon tests on ncren'_ts of a CPCI

prior to the start of formal shal verification in

a PQT Once the software has passed an IRT

=t ,s made ava_0le to the Test and Integration

organcat_n for nformal _ CI/CPCI

ntegrat_on testing There _s no formal shall

.verrficatlon durr_g this test actlvrty. The T&I

orgar_zat_n generates the test p_l_.S and
con_L_ts the tests. The develo_'r_ent

organcat_n evaluates the results ant Oot.h

orgartzat_ons determine successful comoletion

of the test IRT test p_ans are made ava_le

to the customer for revmw on an nrom',al

ba=s to prov,:le early feedback of customer

rec_ements and concerns. ALL IRTs are
executed _ the SDL

Foil #24

F-56

Software PQTs are conducted n the SDL on

software functv3ns that are critical to the

CPCI These tests are used to verify sl_a_s

mapped to ndividual CPCIs. A successfuly

completed CPCI PQT is the ba_s of

acceptance of a CPCI by the T&I organEatJon

for formal system testing PQT plamrtg and

execution _s the reponsd_ty of the T&;

organcat_on But. sr_ce PQTs are de_gnated
as formal shall acceptance tests: the

contractor must su_rnt a separate test

plan/procedure for each CPCI to the

customer The customer must ag1:)rove POT

test plans pr_r to the start of testing. Both

orgar_zat_3ns evaluate the results, but, the

customer has final deterrrmat_)n of a

successfully corrc3leted test



Hardware COTs are internal development

engr_eemg tests on hardware components

prior tO asser_ly ntc a configuration item.
Tests are conducted on suDcontractor

prerr_ses or at the SDL The System

Development Organcatv3n is responsible for

planrl_, execution, and evalust_on of the

tests. The T&I orgar_zat_on rev_ws the test
plans and may nformaliy w_tness the test

Foil #25

b The prrnary goals of CI/CPCI c_ce tests
are to demonstrate to the customer that

CI/CPCI _plementatJons correctly reflect ther
B specifications Com4311ancetests are defined
here to _clucle Formal QuslificatJons Tests

(FQTs) of software and Corr_nce Tests
(CLTs) for hardware

Foil #26

Software FQTs are conducted on each CPCI

¢w'necliately after it has successfully completed
PQT testrcj It LSa co_te test of the CPCI

in a contnJous test period prior to functlonaJ
configuration audit AI FQTs are run n the

SOL The T&I organcatK)n is responsibe for

i:_annrx3. executing and evaluatrcj FQTs. The
customer approves the test _ pro" to the
start of testng, witnesses the test, and
beterrrmes successful completion of the test.

Hardware CLTs are conducted on Crs to

demonstrate to the T&I organBat_on and the
customer that the hardware ts an co.rroiance
with CI requrements specifications These

tests are planned ancl executed by the
development orgar=zatJon based on plans
previously revmwed and approved by the T&I

organizatJon and the customer Both the T&I
orgarlzat¢_ and the customer wrtness the

test and participate n its evaluation The
customer determi_s when the test has been

successfully completed These tests are
conducted either at a subcontractor faciity or
in the SDL

Foil #27

c. Ir_tJal system tests are Conducted by the
contractor to ensure that the CCS adheres to

the customer reoJrements as delneated n the
A and 3' specifications, and to ensure that

the final product performs m accordance with

the customer s operat_nal expectations. F-57

IntegratK)n tests of CIs/CPCIs are defined to
be pr_rnnary tests of CPCIs or portions of
CPCls and associated Cls that contain

ncrert_=nts of natural or Ioojcal entlt_s ,.e
teemetry, trackrcj). The ob/ectJves of these

tests are to verify data flow through the

evolvng system and to allow early aetect,on
of nterface proioiems across CIs/CPCIs

These tests will be performed us_g software

r_crements that have passed IRT and
hardware Components that tlave passed CLT,
The T&I orgar_zatK)n has total responsil:_ty
for these actMt_s wh_:h are conckJcteO in the

SDL. Since no shalls are formally verified

these tests, customer approval of the test

plans is not requrecL

Foil #28

The first formal systems level tests are caled

htJal Development Test and EvaluatNon
(I-DT&E) which are conducted In the SDL. An

I-OT&E is corclucted for each operational
configurat_:_ to be clelwered to the STC For

these tests the SDL 'Nd be configured as near
to the operational configurat¢_ and

_nvironment to be verified as kspractical Pro"
to start an I-DT&E. the software

components to be used must have passed

PQT/FQT and the hardware components
must have passed CLT AI shais that have

not been prew0usly verified to and by the
customer must be verified dumg tl_s act_wty.

In addition, many of the prevK)usty verified
shals will be retested as part of a ser_s of

operabilty tests o_=gned to assure CCS al_ty
to support the Oe_gnated r_s=on it ks

conf_jured to perform. This is the first
contractor test descjnecl to verify total
system rr_ss=on assurance. Test I_Tnng,

executc)n and evaluatJon is the respons_0Jty
of the T&I organBatx)rt The customer ks
responsible for test plan revew and approval.

w_tnesstcj the test. and final acceptance of a
successful test activ_y.

A selected port_n of the I-DT&E test
program conducted at the SDL wil be rerun

at the STC. The formally ClUalrfiedCI/CPCIs wil
be tested n the actual operatJonal

conficjJratJon and envronment, This =s the final

contractor executed test and is clescjned to
verify rr_s=on operabi_ty goals. Snce I-DT&E

testing ks the f_al contractor test of rr_s_on
assurance it wdl be discussed n greateO detal
tater n th_s section.



Foils #29,30 Foil #33

d. Fhnal _tegrated CI/CPCI tests also known as
F_& Development Test and Evaluat,on

(F-DT&E_ wdl be conducted mmedlatety
follow_g completion of I-DT&E The tests wll

be conducted by a customer test team to

¢_dependently verify ¢ompbance with the A
specification These tests will focus on

nterfaces system level end-to-end tests, and

multl_e satelhte support capab_ms. The

contractor generates test plans and supports
execution of these tests The customer

approves test plans, executes the tests, and
evaluates test results

Foil #31

As a foundation to a more cJetaded ctiscus_on of

!-DT&E. the prenary goals of the actJvnty are
restated They are to perform ntegrated CI/CPCI

tests designed to provoc_e a comprel_er_a/e
verifica,Jon of performance requrements, and to

perform ooeralo/ty tests cle_ugned to
demonstrate that the CCS meets the operatK3nal
expectat,ons of the customer.

Ir_tally each I-DT&E wii be performed at the
SOL usng a conflgurat_n that resembles the

operat_or_l conf_3_rat,3n as closely as pract_at
Followr_j haraware nstallat_on at the STC. the
software used for I-OT&E at the SOL wJ be

nstaleo n _ts operatK_'_al conf_uratnon at the
STC. Selected I-OT&E tests will then be rerun

using other CCS/AFSCF segments that are
avaiable

Foil #32

a. The oblectaves of I-DT&E can best be stated

by cJvclr_j them nto oblectrves to be run at
the SDL and obgect=ves to be run at the STC.

SDL obyectives are to ensure that each

operatnonal configuration test Is as thorough as
poss_le before CPCIs are nstalled n the STC and

to perform eng_eerng tests where

i_arclware,,software des,gn support is readily
avaiable.

The STC obtect_ves are to ensure that each

operat_nal conflguratnon can meet its

reaLarements whde ut_zng other
equ©menttfunct=onal areas of the STC and to

demonstrate that each operational configuratnon

meets customer expectations. F-58

The I-DT&E test strategv is to ver#y that
each operational conf0gurat,on meets ,_s

requrements speciflcat_ns Whenever
feasible, these tests will be conducted n the

SDL to allow for vernficatson of r qurements

as early as possible _ the test cycle, to
provide early customer wszbility nto test

progress, to _ze I-DT&E test tree
reclurecl at the STC. and to enable STC

testr_j to be prrnardy concerned wftn system

operat_ns and r_ss_on assurance testng

C. The methodology used to optimize testng nn

the SDL and STC ,n support of I-DT&E goals
e to test CI/CPCI ntegratmn at the SDL,

ntialy test each operat_3nal conf_j, ratJon at
the SDL (load and spec_ tests will be ¢_eftned
later n tlnnspresentation), and use a test driver

computer at tlne STC to aNow many tests to

be performed w=thout rnpactrtg AFSCF
operations.

Foil #34

d "The fo_owng are the four types of tests run
under I-DT&E:

The CCS system ntialcation tests will be
designed to estabksh al CCS system nt_l
condmon nterfaces, to ntiakze the CCS to a

point where all d_splays are active and reach/ for
ol_ratmns, and to verify shallsassooated with
CCS system ntiakzat_n

Foil #35

The CCS system rr_ssion operabilty tests will
be Oeslgnee to verify the abdity of the system

tO support vet'_e operations ncludr_ the
generatK)n of r_ssaon, track/drift, telemetry,
and command support plans; execution of a

contact support plan; processng arct'=vn=j,
and evaluat_3n of track, telemetry, and
ccrn'nand data: planm'_ and execution of
s_pte and complex maneuvers: simultaneous

support of two satel_te veh_es; support of
launches and launch rehersals; inlt_zation
utllzat_n of external _terfaces: and error

recovery These tests wdl be used to verify
shais assooated w_h system operal_lity that
have not been previously verified in ao_t_on.

the test wll also be used to retest previously

venfi(_l shals _ a systems operational
envrorvl_ent



Foil #36

The CCS system load test wJ Joedesigned to

verify and demonstrate the shalls specffmd n

the CCS work load appencbx tO the A

SpeciScat_n

The CCS spec_ tests will be des_jned to
verify al shalls that cannot be effectively

tested durr_j any other test actlv=ty.

Operations Test and Evaluation
(OT&B

Foils #3"/,38

After complet_n of DT&E for each operational
confi_at_n the CCS system for that

configur=uton = made available for operat_ns The
Mis,_On Drector for that operation then starts
_de_mclent rr_s=on assurance tests. T_s phase

of testr_g is divided nto two seauential act_wtJes
The first _j calle¢l Inrt_l Operatv3ns Test ancl
EvatuatKm (IOT&E) and the second is called

Formj Operations Test anti Evaksatson (FOT&E)

In order to protect satellite operat_3ns durrtg this
please of testr_g the IVl_s_n Director conducts
parallel activmes _ two r_lel_O_nt facltJes. The

ongr_l facility continues to support sateilte
ol:_rations while the new facility _ unOergo_g

contr_ed rr_s_on assurance test_g Upon

successf_ completion of this act_wtv, operatuons
w_l be sw_tchec3 to the new faotJty and tlqe did

fac_ty wdl 10edeactivated

This act, vary wiil not be d_scussed in detail s_ce
the contractor supports th_s actJwty =na problem

resolution mode and does not part=r..Jpate m its
test plann_g

Vii. SUMMARY
Foil #39

The mo_terr_zatlon of such a large and cornplex

system. _ciu_g active transit_3n_g, _s not a
srnple task The USAF t_as. from system
defntlon, recogr_ed the need to corr_ole_ely and

accurately defoe every Oetailed reQurert_=nt The
DSM team has responded to this challenge w=th

a system approach that uti_zes proven hardware
software to the greatest extent poss_31e and

by the establshment of a system, wt'_ch allocates
both funct:onal and performance requ_'ements to

manageal31e ent_t_es Traceability of each
requrement =s prov_ed to allow vernCicatJon at

the earnest possC_e t_e _ the development
sch_ckJe Cont_Jr_j demonstrations, are
provided, of the compatilmllty of each component

as the system is _crementally asserrC_e_ Through
th_s concept, rr_ss_n assurance wd be proviae¢l
DSM.
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FOL 1

AIR FORCE SATELLITE CONTROL FACILITY LAFSCF)

• ESTAILIliHSD IN '10u TO SUPPORT NATIONAL
SPACE PROGRAMS

• PROVIDES FOR TELEMETRY, TRACKING,
AND COMMANDING

• SUPPORTS DOD, NON-DOD, AND oCCASIONALLY
FOREIGN SPACE VIIHIGL.ES

• PROVIDES DATA PROCE881NG, DISTRIBUTION AND
ROUTING 8ERVICES FOR EXTERNAL USERS

ml:mlmm m o_**l_m

• m.am _ i_lmi

. mmlmm
• _lm mmm*ml_

• am_mllmlllmk

FOIL I

DATA SYSTEM MODERNIZATION

REASONS FOR MODERNIZATION

FOIL 2

• CENTRALIZlS DATA PROCIIIING CAPAII.ITY
THROUGHOUT THE NETWORK AT THE ITC

• PROVIDES DIRECT COMMAND AND CONTROL CAP,MILffY

• CHANGING SPACE PROGRAMS ROLES AND MISSIONS • PROVIDES FOURTH GENERATION ADPE

• TECHNOLOGY ADVANCEMENT • PROVIDES IOIrTWARE DMLOPID WITH MODERN
DEVELOPMENT TOOLS

• INCREASE LOAD

REDUCE OPERATING AND MAII_ITENANCE COSTS

AFSCF SYSTEM

WORLDWIDE, HIGHLY DISTRIBUTED FACILITY

FIVE SEGMENTS

FACILITIES

SUPPORT

COMMUNICATIONS

TELEMETRY, TRACKING AND COMMANDING

COMMAND AND CONTROL

FOIL 3

* NEDUCEI STAFFING AT RT$

• PROVIDES FUTURE GROWTH CAPAIIIL.r_

• MODERNIZATION OF DATA SYSTIM ARCNITIECTILJRE

aV_llll mmm

ms*tin

• mlt i amm_llo

• _lln retie .aN

• allnm all4
ms.Tim
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FOIL 9

DSM IMPLEMENTATION

• UTILIZE SUBCONTRACTOR AND EMPLOYEES WiTH
RELATED SPACE COMMAND AND CONTROL EXPERIENCE

• DiM METHODOLOGY

REQUIREMENTS ALLOCATION

TRACEABILITY

• INDEPENDENT TEST ORGANIZATION

SYSTEM DEVELOPMENT LABORATORY

SOL INTEGRATION TEST CONFIGURATION

FOiL 10

REQ_ENTS

• DEVELOPMENT OF SYSTEM REQUIREMENTS

• GENERATION OF SYSTEM LEVEl. REQUIREMENTS

• AU.OCATION OF REQUIREMENTS TO LOGICAL

DESIGN UNITS

DEVELOPMENT OF DETAUD DESIGN SPECIFICATION

• DATA IYETEM MOOERNLIATIO_I (DIM)

• PROVIDE ALLOCA'rlON OF REQUIREMENTS

AND TIRADE ADEJTY

- PROVIDE UPWARD TNACEAIIIUTY _ REGUIREMINTS

VERI@tCATION

FOIL 11

SYSTEM LEVEL REQUIREMENTS

• CUSTOMER REQUIREMENTS

OITAILED USER REQUIREMENTS

• A SPECIFICATION

DENIVED FROM DE'TAll`IO REGUIIIIIMENTS

SPECIFICATIONE

- INTENT OF DOCUMENT

• PROVIDE A CONCISE CCS FUIN CTI ONAL

DESCRtPTtOh

• ESTAALISN FUNCTIONAL CCI RIIOUIREMENTII

• DEFINE INTERFACEE WTTH O'rNER AFICI I

SEGMENTS

• SPECIFY OTHER APPUCAIK.! DODUMENTE

CCS WORK LOAD REOUIREMINTS

- TRACEABILITY
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II

FOIL 1 3

REQUIREMENTS ALLOCATION

REQUIREMENTS ALLOCATION AND TRACEABILITY MATRIX

TRACEABILITY OF FUNCTIONAL REQUIREMENTS FROM
SYSTEM LEVEL DOCUMENTATION

ALLOCATION OF FUNCTIONAL REQUIREMENTS TO B
AND C SPECIFICATIONS

PERFORMANCE REQUIREMENTS ALLOCATION MATRIX

PARTITIONS AND ALLOCATES PERFORMANCE
REQUIREMENTS AND RESOURCES NEEDED FROM "A"
SPECIFICATION TO CIs/CPCll

AIm¢

FOIL 1S

REQUIREMENTS/DESIGN SPECIFICATIONS

Cls/CPCls PROGRAM DEVELOPMENT SPECIFICATIONS
('S" SPECIFICATIONS)

ONE PER CI/CPCI

DESCRIBE FUNCTIONAL CHARACTERISTICS

REQUIREMENTS TRACEABILITY MATRIX

REQUIREMENTS VERIFICATION MATRIX

Cll/CPCIs PROGRAM PRODUCT SPECIFICATIONS
('C ° SPECIFICATIONS)

COMPLETE IDENTIFICATION OF CI/CPCI

• REQUIREMENTS

• STORAGE ALLOCATION

• DETAILED DESIGN

• METHOD OF QUALIFICATION

REQUIREMENTS TRACEABILITY MATRIX

REQUIREMENTS VERIFICATION MATRIX

FOIL 17

TEST

DEVELOPMENT TEST AND EVALUATION (DT&E)

• TEST PHILOSOPHY

GOALS

METHOD USED TO ENSURE COMPLIANCE

• IMPLEMENTATION

TEST LEVELS

EMPHASIS ON CONTRACTOR FORMAL SYSTEMS TESTS

TEST GOALS

FOIL 18

COS SYSTEM ADHERES TO LETTER OF REQUIREMENTS

IMPLEMENTED DESIGN FULLY ADHERES TO
DESIGN SPECIFICATIONS

FINAL PRODUCT PERFORMS IN ACCORDANCE WITH
CUSTOMER OPERATIONAL EXPECTATIONS
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FOIL I g

SHALL VERIFICATION AND DEMONSTRATION
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DOD SPACE SHUTTLE OPERATIONS

AT VANDENBERG AIR FORCE BASE

LAUNCH AND LANDING SITE

Peter L. Portanova

Director, System Requirements

Shuttle Activation & Operations Directorate

The Aerospace Corporation

ABSTRACT

This paper discusses the rationale for the existence at Vandenberg Air Force

Base, CA of a launch and landing site for the NASA-developed Space Shuttle

Vehicle (SSV), and outlines the operational flow for which the USAF Space

Division is responsible. An overview of Space Shuttle Vehicle processing at

Vandenberg Air Force Base Launch and Landing Site is presented.

SUMMARY

Our adventures in space, both those of

the U.S. Air Force and NASA, will rely

on the Space Transportation System
(STS) for the next several decades.

The immensity and complexity of this

program challenges every facet of

engineering and management.

Space Shuttle operations will be

located at both the east coast and the

west coast of the United States to

provide orbital inclinations and

corresponding launch azimuths required

for projected payload requirements.

Kennedy Space Center FL STS operations

began with the first launch of a Space

Shuttle on 12 April 1981. Vandenberg

Launch and Landing Site STS operations

will begin with its initial launch

capability of a Space Shuttle on

15 October 1985 with initial opera-

tional capability scheduled for

February 1987.

The Vandenberg Launch and Landing Site

(VLS) is an integral part of the

national STS capability. Much of the

VLS hardware, software, and procedures

are NASA common, but there are some

unique design, integration, activation

and operational requirements at VLS,

which are detailed below.

Due to a reduction in the projected

VLS launch rate, and in order to

maximize cost effectiveness, KSC

processing capabilities will support

early year VLS mission requirements.
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INTRODUCTION

Space Shuttle flights will be launched

from two locations: Kennedy Space

Center, Florida and Vandenberg Air

Force Base, California Launch and

Landing Sites. These sites were

selected based upon both NASA and DOD

needs for projected payloads and

requirements for no land mass over-

flight during the boost phase of the

Space Shuttle launch. Vandenberg Air

Force Base (VAFB), CA was selected as

the Western Launch and Landing Site

for the NASA developed Space Shuttle

Vehicle in order to obtain the most

desirable combination of launch

azimuths and planned orbital inclina-

tions (Figure I). Launches from

Vandenberg Launch and Landing Site

(VLS) will support both NASA and DOD

missions, with classified or non-

classified payloads, launched between
azimuths of 158 ° and 208 ° . This

launch capability is intended to

accommodate polar and near polar

orbital missions. The VLS will

provide an initial launch capability

of four launches per year and up to

ten evenly spaced launches per year

during full operational capability.

The VLS reference mission, to be used

for development criteria, is a payload

delivery and retrieval mission,

consisting of a delivery mission of a

modular spacecraft weighing 14,515 kg

(32,000 Ib) in a 278 km (150 nmi)

circular orbit at 98 ° inclination,

and a retrieval of a passively

cooperative, stabilized spacecraft

weighing 10,205 kg (22,500 Ib) from a

similar coplanar orbit and returned to

Vandenberg. The mission length,

including contingencies, will be seven

days. The allowable spacecraft dynamic

envelope is 4.6 m (15 ft) diameter by

18.3 m (60 ft) long.

The USAF Space Division is responsible

for acquisition, activation and

operation of the DOD ground support

systems for the STS at VAFB and nearby

Port Hueneme, which will be used to

recover the expended Solid Rocket

Boosters. In keeping with the STS

implementation philosophy, maximum

practical use of existing VAFB

facilities and NASA-developed ground

support equipment and software is

emphasized. Checkout and operations

of the vehicle at the launch pad will

essentially be the same as those at

Kennedy Space Center, with any

differences attributed to mission or

geographic constraints.

Current ST$ launch planning calls for

Kennedy Space Center to perform Orbiter

processing for the first three VLS

launches, and solid rocket booster

processing and parachute refurbishment
for all VLS launches. VLS facilities

have been optimized to utilize

resources at other locations such as

NASA/KSC for the early missions. It

is planned that full launch and landing

capabilities will be available when

mission requirements for capability

beyond four launches per year is

necessary.

The Space Shuttle Vehicle (SSV)

consists of four major elements: a

reusable manned Orbiter, three main

engines, an expendable External Tank

(ET), and two reusable Solid Rocket

Boosters (SRBs). The basic Space

Shuttle Vehicle characteristics are as

in Figure 2.

The VLS ground support systems which

support the Space Shuttle operations

are divided into discrete geographical

and functional Station Sets (Figure 3).

Each geographical Station Set includes

the aggregate of facilities, support

equipment, operating and maintenance
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procedures and personnel required to

perform all specified activies within

each station set, such as Runway,

Launch Pad, etc. The functional

Station Sets include a totally

functional element design procured as

a system and then installed at

appropriate locations, for example,

Communications, Vandenberg Launch

Processing System, Utilities, Logis-

tics, etc. All required facilities,

support equipment, computers, software,

personnel, and procedures included

within geographical and functional
Station Sets are allocated in accord-

ance with their respective Station Set

Specifications. All ground Computer

Application Programs are allocated to

the test sequence software system in

accordance with its system

specification.

Space Shuttle operations flows at VAFB

are depicted in Figure 4, and detailed

below in roughly chronological order.

NORTH VANDENBERG OPERATIONS

Mate/Demate Facility. When the Orbiter

arrives on a modified Boeing 747

Shuttle Carrier Aircraft (SCA), it

will be towed to the Mate/Demate

Facility and the Orbiter removed from

atop the SCA by use of an Orbiter

Lifting Frame (OLF). The OLF was

designed and developed uniquely for

VLS and performs the same functions as

the KSC Mate Demate Device. Subsequent

to removal from the SCA, the landing

gear is extended and the Orbiter

lowered to the concrete ramp and then
towed via the towroute to the Orbiter

Maintenance and Checkout Facility.

Landin_ Facility. The Orbiter will

arrive at the runway at North Vanden-

berg Air Force Base (NVAFB) either on

SCA or returning from orbit. The

landing facility consists of a 200

foot wide by 15,000 foot-long concrete

runway with a high-intensity approach

lighting system and edge threshold.

Both Tactical Air Navigational and a

Microwave Scanning Beam Landing System
transmits accurate directional and

glide slope information to the Orbiter

during the landing phase. As soon as

an Orbiter lands and rolls to a stop,

all necessary post-landing equipment

is positioned around the vehicle to

safe, secure, and supply the required

purges, cooling, and electrical power

preparatory to flight crew egress and

subsequent towing to the Orbiter

Maintenance and Checkout Facility

(Figure 5).

Orbiter Maintenance and Checkout

Facility. As a result of an optimi-

zation study, the Orbiter will be

processed/checked out by KSC for the

first three VLS launches in the KSC

Orbiter Processing Facility and

ferried to VLS by SCA. This checkout

will minimize processing the Orbiter

at the VLS Orbiter Maintenance and

Checkout Facility (O_CF) (Figure 6).

Upon arrival at the OMCF, the Orbiter

will be positioned on jacks and

leveled, allowing the necessary

positioning relative to the work

platform for accessibility to the

Orbiter. When fully operational, this

facility will perform ordnance safing,

main engine purge and drying, venting

of high pressure gases, draining of

the hypergolic manifolds and cryogenic

systems, payload removal as required,

and a data dump of on-board computers

to ground recorders.
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In addition, the hypergolic modules

consisting of Orbital Maneuvering

Subsystem (OMS), the Forward Reaction

Control System (FRCS) and Aft Reaction

Control System (ARCS) can be removed,

and sent to KSC for processing if

required.

Additional operations that are

performed at the OMCF include payload

removal, complete internal and external

Orbiter inspection, checkout of the

fluid and electrical systems, repair

of thermal protection system tiles,

and reinstallation of flight crew

equipment and hypergolic modules. The

Orbiter payload bay is reconfigured

for the next flight by removing

provisions from the last flight and

installing electrical/mechanical

systems including payload retention

fittings for the next mission. After

inspection, testing, maintenance, and

repair is completed, the payload bay

doors are closed, access panels and

ports closed out, and the Orbiter

lowered off its jacks onto a

transporter (Figure 7) for towing to

South VAFB launch pad, 17 miles

distant. Vandenberg's OMCF has a

second major work area to conduct

payload safing and deservicing which

is separated from the Orbiter by a

blast wall.

Presently, the only payload planned to

be placed in the Orbiter payload bay

while the Orbiter is horizontal in this

facility will be the European Space

Agency Spacelab. All other scheduled

civil and military payloads will be

placed into the Orbiter while in its

vertical position on the launch pad.

Also included in the O_4CF, but

contained within a separate building

will be an Orbiter Thermal Protection

System (TPS) refurbishment facility.

This facility will enable TPS repair

and production of any required

replacement tiles.

Vandenber_ Launch Processin_ System.
The Vandenberg Launch Processing System

(VLPS) consists of a network of ground

computers, data links, displays,

controls, hardware interface devices,

and ground computer software to process

the Space Shuttle Vehicle from landing

through launch (Figure 8). The VLPS is

a functional station set and is divided

into three subsystems: Checkout,

Control and Monitoring System (CCMS),

Central Data System (CDS); and Record

and Playback System (RPS). Maximum use

of existing NASA software, automation,

and management information support will

he utilized. The VLPS used at VAFB is

functionally identical to that at KSC.

One set of VLPS hardware located in

Bldg. 8510 is provided to process the

Orbiter at NVAFB. Another set of VLPS

hardware, located at South VAFB in the

Launch Control Center adjacent to the

launch pad, will accommodate launch

operation functions.

Hypergolic Maintenance and Checkout

Facility. The activation of this

facility has been deferred as a result

of the aforementioned optimization

study. All OMS modules/Line Replace-

ment Units (LRU) repair and refur-

bishment are to be performed at KSC.

Flight Crew Systems Facility. The

Flight Crew facility is located at

NVAFB where existing buildings are

being modified to provide sleeping and

medical facilities and flight crew

equipment checkout. Also included

will be a mission equipment kit

building primarily devoted to equip-

ment required to support cargo bay

activities on a mission to mission

basis.

Logistics Facility. This facility

consists of a central supply facility

which will house and control all flight

and ground support systems component
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spares and material required to support

VLS operations. Also forming a part

of this facility is an Orbiter Space

Shuttle Main Engine (SSME) shop and an

Orbiter brake and tire shop. This

facility will also support SSV Line

Replacement Unit (LRU) maintenance and

checkout, and material management.

SOUTH VANDENBERG OPERATIONS

While the Orbiter is processed at

NVAFB, the ET and SRBs are processed

at South Vandenberg Air Force Base

(SVAFB) facilities.

Launch Control Center. This facility

is an existing two-story, concrete

blockhouse located approximately II00

feet from the launch pad. The Launch

Control Center houses the VLPS

hardware, communication systems, closed

circuit television, hazard monitors,

payload operations areas, and

accommodations for technical support

personnel. This station set provides

the capability to check out, control

and monitor the Space Shuttle Vehicle

at the launch pad, and payload

operations in the Payload Preparation

Room.

External Tank Processing and Storage

Facility. The ETs are delivered by

NASA barge from Michoud, LA. through
the Panama Canal to a modified harbor

at South Vandenberg, removed from the

barge and towed to the External Tank

Checkout Facility (TCF) (Figure 9).

The ET consist of two tanks joined

together by a collar-like intertank to

form one large propellant storage con-

tainer 47 m (154.2 ft) long and 8.4 m

(27.5 ft) in diameter. The forward

and aft tanks are for liquid oxygen

and liquid hydrogen respectively. It

weighs approximately 69,000 ib empty

and approximately 1,630,000 Ib at

launch. Upon ET arrival at the TCF,

the range safety receivers and decoders
will be installed and checked out.

Ordnance will then be installed, and

thermal protection closeout initiated.

Final ET checkout will be performed at

the launch pad. In addition to the

capacity for storing up to four of

these tanks while maintaining internal

blanket pressure, the facility has a

checkout cell where inspection,

cleaning, leak, humidity, range safety

equipment checks can be conducted, and

spray-on foam insulation applied at

the closeout ports. The harbor, tow

route, and processing facility are

part of the TCF.

SRB Refurbishment and Subassembly

Facility. SRB component storage, aft

boost assembly, and limited SRB

component checkout are accomplished at

this station set (Figure i0). The

overall length of the SRB is 45.5 m

(149.2 ft), and the diameter is 3.7 m

(12.2 ft). Each of the four SRM

segments weighs up to 167,375 kg

(369,000 pounds). The SRM propellant

segments are received by rail and

transferred to the storage area of the

station set. The SRB forward assembly

and aft skirts with TVC components

installed are delivered by C5 aircraft

from KSC where refurbishment,

subassembly, and comprehensive

checkout have been accomplished. The

aft skirt is mated to the aft solid

propellant segment and nozzle to form

the aft booster assembly, and the aft

and forward assemblies are connected

together with electrical cabling at

VLS for a limited end-to-end

electrical systems checkout.

Launch Pad. The launch pad station set

includes facilities, support equipment

and services required to assemble,

integrate, checkout and launch the

Space Shuttle (Figure ill. Facilities

include launch mount, exhaust ducts,

Access Tower (AT), the Mobile Service

Tower (MST), a mobile Shuttle Assembly

Building (SAB), a mobile Payload

Changeout Room (PCR), a fixed multi-

cell Payload Preparation Room (PPR),
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and storage and holding areas for

hypergolic and cryogenic propellants

and gases. In addition, sound-

suppression water storage and deluge

systems, and an ice suppression system

are included. This Station Set is

used for assembly, integration,
checkout, and launch of the SSV. The

launch pad operation is supported from

the Launch Control Center and divided

into the following major phases:

I. Space Shuttle Vehicle Assembly and

Interface Verification. The SSV

assembly begins with the MST in

position at the Launch Mount.

Preparations for stacking of the SRM

segments consist of transporting

forward and aft assemblies and

individual booster segments to the

launch pad by a self-propelled,

rubber-tired transporter (Figure 12).

At the launch pad, the environmental

covers and transporter tie-down

restraints are removed, the SRB

handling device installed, and

grounding systems verified. Holddown-

post release hardware is then

pretensioned. Once support fixture

alignment is confirmed, the first aft

booster assembly is hoisted from its

transporter and positioned on its

support fixture using the MST bridge

crane (Figure 13)o The second SRB aft

booster assembly is similarly installed

and the alignment verified. The center

segments, forward segments, and forward

assemblies of each SRB are then

alternately installed with leak checks

performed to verify SRB seal integrity

as each segment or assembly is

installed. After completion of the

SRB motor segment stacking, additional

alignment checks are made to ensure
that excessive loads are not induced

into the ET when it is mated to the

SRBs. SRB tunnel cables used to cover

the electrical harness are installed

and verified. Destruct ordnance is

then installed but left in a safed

condition using safe-arm devices.

During these operations, the ET and
SRB-ET interface hardware is moved to

the pad. Once physical verification

of cabling is complete, SRB tunnel

covers are installed and the SRB-ET

interface hardware installed and

checked out. The SRBs are then ready

for ET mating.

The SAB, a high-bay structural steel

building, moves on two sets of double
tracks and mate with the MST to seal

off the launch pad and provide a

benign environment for ET and Orbiter

erection, mating, and processing

before launch.

The ET is transported from the TCF to

the launch pad (Figure 14). The ET is

lifted clear of the transporter,

rotated to the vertical position and

stabilized using the MST and SAB

cranes (Figure 15). The ET-SRB aft

stabilizing struts are installed and

the ET lowered until the ET weight is

transferred to the SRB forward attach

fittings and secured.

The Orbiter is transported 17 miles

from the OMCF to the launch pad on a

rubber-tired transporter. At the

launch pad, the Orbiter is lifted clear

of the transporter by the MST and SAB

cranes, rotated to the vertical,

stabilized, and translated to the ET

(Figure 16). After the two aft

structural attachments are made the

forward attachments are secured, This

procedure transfers the Orbiter weight

to the ET-SRB assembly. Following

structural mating of the Orbiter, the

Orbiter-ET and Orbiter-launch mount

interfaces are established and

verified, and (TPS) closeout starts.

Following establishment and verifica-

tion of the various interfaces and

environmental conditioning, ground

power is applied to the vehicle. A

Shuttle Interface Test (SIT) is
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performed to verify interface integrity
and systems compatibility. The VLPS

provides the stimuli/response verifi-

cation, monitor status, and provides

control and recording of test data.

The SIT ends with the vehicle and

support equipment configured for final

ordnance installation, connections and

verification activities.

2. Space Shuttle Vehicle Servicing.
The SAB is rolled back prior to start

of hazardous servicing. Hazardous

servicing of the Orbiter and SRBs is

controlled remotely by VLPS, and

commences when all nonessential

personnel have cleared the pad area

following service preparations.

Orbiter servicing consists of the

loading of ARCS, FRCS, and OMS

hypergols, plus the loading and

pressurization of ARCS, FRCS and Main

Propulsion System (DIPS) helium

bottles. When servicing is complete,

ground crews return to the pad and

disconnect APS servicing lines and

install flight panels.

A Shuttle Range Safety System open

loop test is performed, flight code

plugs installed, and a closed loop

test performed. This is followed by a

power on/off stray voltage check of

ordnance circuits, and then final

connection of ordnance.

All ground services and platforms are

secured, and at T-36 hours MST rollback

to launch position occurs, and ground
interfaces are re-established. The ET

H 2 vent arm and CO 2 Vent Arm are

positioned and interfaces connected.
All ET vent arm interfaces are verified

and leak checked. The Orbiter crew

cabin access arm is moved back into

position, and the clean room
environment re-established.

3. Payload Installation. The Payload

Preparation Room (PPR), which is part

of the Launch Pad Station Set, consists

of three checkout cells each with fixed

platform levels, an erection room, an

airlock and a transfer tower (Figure

17). During the early years, only two

of the three checkout cells will be

activated. The payload enters the PPR

through the airlock and moves into the

erection room for payload removal from

transporter by overhead crane, rotation

to vertical, and transfer to a checkout

cell. Payload integration and

checkout, ordnance installations, and

fuel loading (if required) are

performed in the checkout cell. The

complete integrated cargo assembly

including the payload strongback is

moved to the transfer tower. The

transfer area provides a support base

from the erection room 75-ton bridge

crane to the 75-ton transfer tower

hoist. The transfer tower transfers

the payload from the strongback to the

Payload Ground Handling Mechanism

(PGHM). The PGHM with cargo translates

the cargo from the PPR tower to the PCR

using the overhead rails. The PCR,

which is a mobile structure, rolls to

the Orbiter on the launch mount, and

cargo installation into the Orbiter

bay is performed utilizing the PGHM.

Since the PPR and PCR facilities are

located approximately 800 feet within

the launch pad area, no payload retest

within the PCR is required prior to

transfer of the payload to the Orbiter

payload bay.

4. Countdown and Launch. Precount

operations place the SSV, support

equipment and launch facility in a

position of readiness to start the

cryogenic loading and proceed to

countdown. A final walkdown is

performed. All non-flight hardware is

removed, and SRB flight batteries and

final ordnance installed. Final

preparation for cryogenic loading is

performed. Following retraction of

the PGHM, the Orbiter payload bay

doors are closed and seals verified.
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The Payload Changeout Room doors are

closed, and all mechanical and
electrical interfaces between the PCR

and launch pad are disconnected and

stowed for movement. Access platforms

and other movable support equipment

are also retracted/stowed. The PCR is

then moved back to the PPR at

approximately T-12 hours.

Upon completion of the precount

operations, the SSV is in a configura-

tion either to proceed directly into

the launch countdown or to be placed

in a standby status for up to 24 hours.

Countdown preparations can be held
within this time.

The countdown is entirely under VLPS

control except for the final seconds

when operations are controlled by the

onboard computer. The final countdown

commences at approximately T-12 hours

with loading of cryogenic propellants

into the ET. The MPS/ET loading begins

with LO2/LH 2 chill down of the

propellant transfer lines, and followed

by slow fill to chill the ET. When

slow fill is completed, fast fill is

initiated. Fast fill is continued

until the specified levels are reached,

at which time a slow fill is again

initiated to complete the MPS/ET

loading. Upon completion of the

cryogenic loading, the flight crew and

passengers proceed to the Orbiter cabin

where they secure and leak check the

hatch and take their positions for

launch. The terminal countdown is

started after the crew and passengers

report they are secured for launch.
The terminal countdown includes

performance of the flight crew

checklist, verification of the

guidance, navigation and control

alignment, SSV subsystems status
checks, transferring of SSV electrical

power from ground to vehicle internal,

and obtaining the required clearances

for launch.

During the terminal count the following

operations are also performed: termi-

nation of ET propellant replenishment,

final flight pressurization of ET LO 2

and LH 2 tanks, retraction of the ET

LO 2 tank vent arm, retraction of the

Orbiter crew cabin access arm, arming

of the required ordnance circuits, and

the actions/verifications associated

with the engine start sequence and the

liftoff functions. Finally, the main

engines are started. When the desired

main engines thrust level is achieved,

the SRB's are ignited, the holddown

bolts and umbilicals are pyrotech-

nically released, and liftoff occurs.

At liftoff, operational command and

control is transferred to the flight

crew and NASA/JSC Mission Control

Center. During flight, VLS will

continue to provide range support,

flight safety, contingency operations

support, and monitoring of flight SSV

status to prepare for landing and

maintenance operations.

5. Launch Pad Refurbishment r

Recoufiguratiou and Facility Resupply.

Following liftoff, ground systems are

deactivated and secured. Safety and

preliminary damage inspections are

conducted and when conditions permit,

the SRB Refurbishment and Storage
Facility and ET Storage Facility are

reopened for normal work and the next

launch pad cycle for launch begins.

Launch pad refurbishment consists

primarily of inspection of the facility

and equipment repair or replacement, as

required. The first action required

in refurbishment is to wash down the

MST and pad structure as soon as

possible after launch to remove the

acid fallout resulting from the SRB

exhaust products.

The crew cabin access arm is inspected

and aligned after each launch to
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restore the clean room environment.

The ET umbilical plates are removed

and refurbished by disassembly,

cleaning and replacing of seals and

components. All non-reusable items

such as pyrotechnic cables in the SRB

holddown posts are replaced during

refurbishment.

SRB Retrieval and Disassembly Facility.

When the SRBs have expended all solid

propellant, they separate from the ET

and parachute back to the ocean.

Beacons on the SRBs are activated at

impact and provide guidance to the

retrieval vessels. A nozzle plug is

lowered into the water from the

retrieval vessel and inserted by

divers into each SRB nozzle. Air is

pumped into the SRB to displace water

and cause the SRB to float horizontally

on the water surface. The SRB frustums

are recovered, and parachutes wound

onto reels on the retrieval vessel.

The tugboat and the retrieval vessel

each tow one expended SRB to the U.S.

Naval Station at Port Bueneme (Figure

18). KSC will provide one retrieval

vessel and recovery crew for the first

three VLS launches, and the USAF will

provide and outfit the leased tug.

The USAF is responsible for management

of the retrieval operations.

At Port Hueneme, two straddle-lift

carriers remove each SRB from the water

and place them on special rail car

dollies riding on a leveled, continu-

ously welded track. The ordnance is

safed and any remaining thrust vector

control system hydrazine is drained.
The rail cars are towed into an

initial wash facility and then into

the main building for complete SRB

disassembly. The forward and aft
assemblies are sent back to the wash

facility for insulation removal by a

high-pressure water spray and

subsequent drying. The empty

propellant segments are shipped back

to the manufacturer for installation

of new propellant and the forward

skirt, aft skirt, parachutes, and

remaining components are sent to KSC

for refurbishment.

Transportation_ Communications and
Utilities Station Sets. There are

additional functional station sets for

auxiliary services; these include the

Transportation Station Set which

consists of the roads and special

transportation equipment to move the

SSV elements around Vandenberg; the

Communications Station Set which

provides voice, TV and data trans-

mission within and among the station

sets and control centers; and the

Utilities Station Set which provides

electrical power and distribution as

well as fire suppression water, and

sanitary sewers to the geographical
station sets.

Facility Verification Vehicle/System

Test Vehicle (FFV/STV). The ground

support system capability to support

STS operations at VLS will be verified

during the Activation phase. FVV/STV

is one of the major tests conducted

during the Activation. The FVV will

consist of Orbiter I01 (Enterprise), a

lightweight External Tank, and an inert

set of Solid Rocket Motors assembled

to a flight set of SRB structures.

One aft skirt in the stack will be the

structural test article. The System

Test Vehicle (STV) is essentially a

mechanical payload.

The objectives of the FVV/STV test are:

(i) Verify operational and handling

interfaces between the various

station sets and FVV/STV hardware.

Of primary interest in operational

interface verification is the

demonstration of the vehicle

erection and mating technique as

well as the transportation routes.

(2) Validate operational plans and

procedures.

(3) Ground crew training.
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Each element of the FVV/STV will arrive

at VLS and be processed through its

respective station set. This paper

will outline only FW/STV testing at

the launch pad.

FVV/STV launch pad operations will

consist of SRB stacking, ET erection

and Orbiter mating, and STV

installation. Structural dynamic

response (Twang) tests will be

performed following the completion of

SRB stacking. After completion of the

Twang tests, the Forward Assemblies

are stacked and the Influence

Coefficient Test is completed. The ET

will be positioned in the SAB, lifted,

rotated to the vertical position, and

mated with the SRBs stacked on the

launch mount. The Orbiter will then

be positioned, attached to the SAB

lifting support equipment and lifted,

rotated to the vertical position, and

then mated to the ET/SRB stack on the

launch mount. Operations

methodology, clearances, and

interfaces will be verified during the

erection and mating operation.

The STV will be used as the payload

verification vehicle for the PPR/PCR.

The STV will provide checks for all

clearances, interfaces and mechanical

handling capabilities in the PPR/PCR.

Finally, the STV will be transferred

from the PPR to the PCR. The PCR will

move foward through the SAB to the

launch mount and transfer the STV into

the Orbiter bay. Payload servicing,

maintenance and equipment installation/

removal within the payload bay will be
checked. Then the STV will be removed

from the Orbiter bay to the PCR, and

from the PCR to the PPR to verify the

capability to remove a payload.

Upon completion of all FVV/STV opera-

tions, the Orbiter I01, SRBs and ET

will be destacked and returned to their

respective station set. Orbiter I01

will be returned to NASA by the SCA.

VLS Integrated Assessed Timeline.

Vandenberg Launch and Landing Site

Shuttle Turn- around Analysis Report

(VSTAR) is a formal presentation of

results of KSC STAR and analytical

studies of the ground turnaround

processing capability under

development by the USAF at Vandenberg

Air Force Base (Figure 19). Those

analyses and associated activities are

performed by, or under auspices of,

the VLS Shuttle Turnaround Analysis

Group (VSTAG). The Launch Pad Station

Set integrated assessed timeline have

been developed by VSTAG (Figure 20).

Critical review of all tasks necessary

to the ground processing effort is

conducted on a continuing basis by the

VSTAG. The reader is cautioned to

review the ground rules that were used

in the analysis before using Figure 19

and Figure 20 for other planning.

Throughout the duration of the VLS

program, continuous effort will be

directed towards reducing the turn-

around time. This will be accomplished

through an enhancement program and may

include suggested redesign, design

changes, requirement changes, and

additional or new support equipment.

VLS Program Plan. The activation of

VLS facilities has been underway for

several years. Figure 21 is an

outline of the completely activated

and partially activated facilities.

The VLS initial launch capability of

the Space Shuttle is 15 October 1985.
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__ System Facilities_" For computer check, control and monitoring of

north Vandenl0_lrg Shuttle ground lupporl

_ Flight Crew Accommodations FeciliW

Sleeping and medical accommodations

and flight crew equipment checked out,

Mete/Desnete Facility Airfield Facilities

Will lift _rl_ter off 747 transport aircraft,

LOtlilti¢$ Centr_ Supply Facility

For matMill manlgemen! and rll)lacement

lupcmrt I(:luipmllnt activities,

Orbiter Maintenance and Checkout Facility

For orbiter interna_ and external in,.pect_on.

maintenance and repair

_ S¢4id Rocket Booster Refurbishment

Subolamm bly Facility

Propolhmt legmentl, forward and aft

. lkir1_ Ice insl_cted, tested,

' - ralls41mbhld and painted.

_.._ L.=bControlC..,esFor control and monitoring of

launch propIcation$ up tO liftoff.

__1_ Solid Rocket Booster Retrmval and
Otlass_m bly Facility

BOOltic$ are drained of ocean wires,

dryad end disestemlded.

Figure 3. Vandenberg Station Set Ge0graphlc Locations

- _ Disassembly SRB Refurbishmaut

(Port Hueneme) Processing & Suably

Figure 4. Vandenberg Space Shuttle Operations Flow

F-81



PURGE GSE

ORBITER PURGE

A TRAHSPORTE R-_f_COOL,NG GSE

UND

_,.,_.4_a_'_...._ 0 0 LANT TRANSPORTER

,--O,,TERC,W
_._, _, / HATCH ACCESS VEHICLE

_ _.,,,_'_15_ VEHICLE /-- ASTRONAUT

__ r_ TRANSPORT VAN

_l_ R_HRI_[O R -- _ _ f _ONIVcOLYECOMMAN O iV-2

NOTE: FIRE/CRASH RESCUE VEHICLES WILL HOLD 700 ft. _

FROM ORBITER UNLESS OTHERWISE SPECIFIED

Ftgure 5. Orbtter Servicing Convoy
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Ftgure 7. Orbiter on Transporter
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Figure 9. ET Processing and Storage Facility

Figure 10. SRB Refurbishment and Subassembly Facility
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Ftgure 21. VLS Program Plan
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14ORTH VANDEN_ERG AIR FO_LE t_E
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Flgure 6. Vandenberg Launch Processtng System
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_TH VAND_IERG AIR F_ BASE
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LIFTED CLER_ OF TRANSPORTER BY OV_RHEAU CRANES, ROTATED TO

VERTICAL AND TRANSFERRED TO CHECKOUT CELL

o WHILE IN THE CELL THE PAYLOA_ IS [NTE_ATED, TESTED, AND ORI_NANCE.

INSTALLED - FUEL LOADING IF RE_J[REU

o OVERHEAD CRANE TRANSFERS THE COIqPLETED CARGO INCLUDING STROHGSACJ(

TO TRANSFER TOWER

o TRANSFER TOWER 13_ANSFERS PAYLOAD FROM STRONG,lACK TO I_HR

o PGH_ TRANSLATES THE CARGO FROM pPR 10 PCR US]fiG OVERHE_ RAILS

o PCR ROLLS UP TO THE ORBITER ON THE LAUNCH MOUNT

o CARGO INSTALLATION INTO THE ORDITEk bAY USING P6HH

SAD REFURBISHHENT AND SUBASSE/qBLY FACILITY

HIGH DAY MAJO_ ASSE-_BLY BUILDUP AND STORAGE AREA

o 200 TON BRIDGE CRANE

o 12S TON FIXED HOIST

STORAGE AND SUPPORT AREA

LOW BAY AAD RECEIVING/INSPECTION, ASSEMBLY AEF.A

o T%_O IS TON BR IOGE CRANES

ADNI k [START ] _/SUPPOR T A_EA

RECEIVe. INSPECT. SORE CHECKOUT AN_ STORE MA.,_ SRB COMPONENTS

RATE AFT SKEET ASSEMELY/NOZZLE EXTENSION WITH AF1 GEM SEG/'IENT

AFT AND FOkWARb A.SSEMBLY ELECTRICAL SYSTEM CHECKOUT

ET ERECTION AND MATING

0 THE SAD IS ROLLED FORWARD TO THE LAUNCH IqOUNT AND HMED WITH fist

TO SEAL OFF THE LAUNCH PAD ANC PROVIDE A bENIGN ENVZROM'_ENT -

SIMILAR 10 KSC/VAD

o TOW ET ON TRANSPORTER TO PAD

o ET IS LIFTED CLEAR OF THE TRANSPORTER

0 ROTATED TO T_ VERTICAL POSITION AND STAD]LIZED USING fiSt

MST ANU GAD CRANES

o MATED 10 THE SRB
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PAYLOAD

CHANG EOUT °"

ROOM

MOB ILE

SHUTTLE ACCESS SERVICE

ASSEMBLY TOWER TOWER

BUILDING \, . -
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"' PAYLOAD -

-_ PREPARATION
"" ROOM

Figure 11. Launch Pad
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Figure 13.
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F-96

m

I m

n



SOUTH VANDENBERG AIR FORCE BASE SOUTH VANDENUERD AIR FORCE BASE

LA_JNCH PAS (CONT'DI

/ ORBITER ERECTION ANN MATINU

o ORBITER IS TRANSPORTED 17 MILES FROI_ OMCF TO THE LAUNCH PAD ON

RUbBER-TIRED TRANSPORTER

0 ORBIff..R IS LIFTED CLE/CR OF T_E TkANSPORTER BY MST AND SA,B CRANES

o ROTATED TO 1HE VERTICAL AND STABILIZED

o MATED TO DiE ET

o ALL INTERFACES ARE 'vERIFIED

o ENVIRONMENTAL CONDITIONING AND _OUNb POWER APPLIED TO SSV

0 SHbTTLE INTERFACE TEST IS PERFORMED

o FINAL 0RONANCE INSTALLATION, CONNEC31ONS AND

VERIFICATION NOW READY

o SAB ROLLE_ BACK PRIOR TO START OF H_DOUS SERVICING

o PAD CLEAR OF NON-ESSENTIAL PERSONNEL

o REMOTELY CONTROLLED BY T_ VI.PS

o AFT RCS. FORW_D RCS AND OPtS HYPERC,OLS ARE LDADEb

0 _LILIMBOTTLES ARE LOASEb AND PRESSURIZED

o GROUND CREW REI'IJI_NAFTER HAZARDOUS SERVICING COMPLETE

LAUNCH CON'[ROL CENTER

/ EXISTING TWO LEVEL REINFORCED CONCRETE BLO_HOUSE

/ l_)_B IHE V_'II)ENBERG LAUNCH PROCESSING SYSTEMS

/ CHE_OUTo CONTROL AND MONITOR: SPACE SHUTTLE 'vEHICLE

SUPPORT EgU I PMENT

LAUNCH PAD FACILITIES

/ CLOSED CIRCUIT lV RONIIOR|NB

/ COPtIUN ICAT IONS

/ RECORD AND PLAYBACK

/ TIMING AND COUNTDOWN SY_TB_

/ ORBITER COP#_UNICATION$ _ TIUL()',INGBYSTF_MS

SHUTTLE

ASSEMBLY
BUILDING-/

C)

,

C-- I

LIFTINGEl" FROMTRANSPORTER

,..,-MOBILE

] SERVICE
• TOWER

Q LIFTINGEl"AT 60 °

i

I

'11

Q LIFTINGEl"AT 90 °

L
,,A%

®

i .

ETMATEDWITHSRBs

Figure 1S. ET Erection and Ratlng
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SHUTTLE

ASSEMBLY

BUILDING

MOBILE
SERVICE
TOWER

PAYLOAD
GROUND

HANDLING
MECHANISM-

CHECKOUT CELLS --_i

TRANSFER CELL--ii_

HOOK LIMITS

WASH AREA

I S TRANSFER TOWER

_--C--__.F" /-PAYLOAD GROUND HANDLING MECHANISM

[_/BRIDGE CRANE RAIL

Flgure 17. Payloacl Preplrltton I1_

]
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SOUTH VANDENBERG AIR FORCE BASE

EXTERNAL TANK P_CCESSING AND STORAGE FACILITY

HiGH 5AT CHECXOUT CELL

FOU_ STORAGE CELLS

LOW BAY A[_|NISIRATIVE. STORAGE AhD EQUIPREN1 /_EA

RECEIVE ET B_qGES FROtl M]CHOUD AT SVAFB DOCKIt_G FACILITY

RANGE SAFETY SYSTEM cOMPONENTS INSTALLATION AhD SYSTEM CHEO(OUI

ET FALLS BALLISTICALLY IgT(J THE SOUTt_ PACIFIC OR INDJAtt OCEAN,

DEPENDING ON MiSSIOh

NO ATTEMPT IS MKI)E 10 fIECOVER ET

FacilityVerificationVehicle/SystemsTest Vehicle(FW/STV)

• THE FVV ,'STV WILL BE USED DURING ACTIVATION TESTING AND PRIOR TO

RECEIPT OF THE FLIGHT ELEMENTS

• FVV CONSISI OF:

• ENTERPRISE (Orbiter |Oil

,,LIGHTWEIGHT EXTERNAL IANK

• TWO INERT SOLID ROCKET BOOSTERS

• STV IS ESSENTIALLY A MECHANICAL PAYLOAD

• TEST OBJECTIVES

• DEMONSTRATE ERECTION AND MATING Of THE ORBITER. EXTERNAL

TANK AND SOLID ROCKET BOOSTERS AND PAYLOAD HANDLING

• VERIFY OPERATIONAL AND HANDLING INTERFACES BETWEEN THE

VARIOUS FACILITIES AND F'VVISTV

• VALIDATE OPERATIONAL PROCEDURES

• GROUND CREW TRAINING

LAUNCHPADI#TEGRATEOAS_J_E011MELIME WTAR m

,,..,,.,,,.,,,,.,, IlllLIIlltl
.... It, .... IE=Uml ' III_',_L' ";'_' [J/S_:;_:C)IC_JiE_I"'Inl 'I01"AL,USUIIIIII'

, ,,/Itlttll[t[I 1
I xi !!!JA!!'!!,II///
zLz ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,_!_1tlIll
ItllllI igF[ili[ililTiF ig ii::ii i l@!!lll//IH

Flirt| 2Q. Clue¢l_Pa: lateg_lto4 Astetsod TlmltM

"1'11"I"1"1"I"1'71"I"1"
ACINWU_
FIWml

F_ailm Com_W4m_yActe.m_ _._

• L_e,_ _ ._w_m_ v

Ch_k_l
F_WI_ IOMCFI

........._.. lr 1I
ioc • In,e_ Omnewu,ww_ Ice ioc

Flgure _1 ¥L$ PfG_rSi _1l.
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INTEGRATION AND TEST OF THE

DEFENSE METEOROLOGICAL SATELLITE

PROGRAM

GROUND SYSTEM

Vernon E. Olson

Director for Mission Operations

Defense Meteorological Satellite

Program

The Aerospace Corporation

E1 Segundo, California

Launch and suc:rm,'_sful on-orbit

operation of a satellite requires

succ: e:_sf ul ope:_at :ion of each

element in a complex system: the

f :-_ctory test equipment, i aun(ch

site ground support equipment, the

booster, the satellite itse!f: and

the sate].lite ground command and

c:ontrol system. The DeTense

Meteorz, l ogi cal Satellite F'r c)gram

recently completed a .successful

launch of the first of a new

sleries of satellites suppo,"'Led by

e new ground command and control

system. The acquisition of th:is

new ground system and the methods

s+mpl eyed to assume mis:_.ion surces_

will. be discussed. The approach

used irt this acquisition wa:s to

initiate several parallel hardware

and software development s. The

government a_.:sumed responsibility

for monitoring these developments

and for the system ].evel

integration and test.. Final .=.'/stem

integration was accc, mpl i shed on

s,ite by a team of government and

contractor engineer5 under the

direction of the government,

I. Program Description.

--The Defense Meteorol ogi ca!

Satellite Program (DMSP) prevides

daily worldwide meteorol ogica].

data to mi].itary users. Placed in

circular near-polar orbits, "the

rate]] i t ..:.s carry a p :, y] ,- -,d c?f

',.,-d" :i ?)L',!E) _. ')'p(_f.-_ C_'f f_d-'=,t(Ee_t_ {.3'_C%Izi C('E'._

-:-,::-n _-r-.:..,r _'.., The pr- i mar'y -_._.r, _.._,-,,", Lhe

c,p _?1-,4 t :i (:Jl-__._] ]1 :_r) e L:>c _,r) ':- 'F ': t ,_m,

pr-(:v:.des gl(:bat c:!(',ud imag.._r-y _ n
both the Vl S:i bl (-_ 4,17d i I-I *."t" C_)"ed

_pe¢:tra. A wide variety c,f (._ther

fh: i. !";si or) _Gzn_c)rs carl be d{'q2] c,yc, d I:o

-.-_t.J _ify _...._] e::ted t.'.H-_r r-e'.q,.,ir-E.ments

fo!" nperific met.ec)rolg:ice'l d_-,t,-.-).

[;atm from s:e] ected :._en :"(:.rs _=.re

t.ransmi __ted directly to tactical

u._-ers while data from all _en_._ors

are stored i n onboar d tape

recorders for later tran--mi _:_ion

•to st.r ategic weather dat. a
c e.:-nt er s.

2. Satellite Command & Control

--The .Functions of satellite

command and control are tracking,

orbit deter mi nat:ion, ac:qui si ti:mn

and pr-oc e.=.s i n o of -._tatus

tel emetr'),, tel emetry anal y,.:z _.--:,

mi,.-e ion pl anning, c.ommand

determi nati on., and the

t.r-ansmi ssi on and verifi, cation of

real time commands and compu'L_2r
load.=.. Each of t.he_e functi c,ns

must be accomplishecl :in a t.:ime!y

and reliable manner to aE._ure

Ini ssion success. SLIC(Ze;SS iS

measured by the abi) ity of the

system to deliver payload data to

.the u:-'ers and by the abil.it? c._f

the r:ystem to respond "t:o satel:tiL.-

anomalies. Tracking and e)-Di t

cieter mi nati on are oT t :tme cr it :c:s_l

i mpor-t ante i mmedi ate! y af t er

1 aur)ch to establ i :-)h ._Jat :i sT act c,'-y

achievement of -_ _table orbit a-:-

wel ! as -Fol l owing orb :tt,s,:

manuever s. However, in general,

•Line tracl:.i ng and o_- b:t t

determination functions are not

time critical in respond:_ ne t.c

sate] lite anomalies. Froper

response to satel I ite anomai[ :e,.s

demends: first of all that the date

presented to tlne anal y::it be ,_f the

h] ;_hest integrity _tnder a! l

c cndi ti ons such as noi :-;y i i t-,is at,,_-,

even durl ng unexpected s> _.::em

ccndi t:t ons such es a tL_mL" i lr-,g

sate].lite. Reliability _ n

telemet.ry processing is of almost
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.=..q,J_.l: _pc.,r'tan,:== !.r, th_.t :ont:_,--t

'i.T, l teJ _r,d the abi].ity to, r,_.ccvc, r

( ,-_:Lc-:;m.Lr'r at a par Li r.:ul ,-_,r _t,_., ti .':_n

::]ntac:t ,T,__.ybe vital to ..=, cc:.J-nmand
and .::o:-_,tr ol deci .=.:{on, A._ t er the

an-i] /st ha._ decided on _. ,::,:::trse of
: or r :_(:ti ,,e action the ground

c:'_r,.mand and control _.:.ys t ._:-mmust

(.;let;or at e the requi red c:on,_T_a_r'ld

s(i,qL:encee in a tir_e]y m-:mner and

re] i ably upl inl-.: them to the
_ate] ]ite _-_hen _t ie in contact

with a ground stati on. A "] ow
orbiter" such as a DMSP _..:atellite

compounds the command and control

pr'eb] em s_ince the sate] lite is

visible from the ground net.work

only about 15 minute_ of each 100

minute orbit. For such satellites

a reli_.,ble real-time telemetry and

command system is e,$,_ential.

3. Ground System Description.

-The DMSP ground s:,,stem c(:_ns:i,sts

of eight interconnected

mini computer s and 16

mi cr'opr ocessor based _.p ec ial

purpose processors in a central

facility of 6000 square feet. Each

of four minicomputers (each with

four special purpose processors>

is configured to service the

telemetry and command requirements

of a sino]e satellite while :it is

in contact with a ground station.

Commanding is accomplished throuL_h

ezther of two program dedicated

ground stations by transmitting
the cc.mmand stream to the remote

site_ via a comn,un:L cations

satellite. There is n_ stc, raoe of

the commands at the remote site

and the command stream is uplinked

te the _satellite in a "bent-pipe"

mode. Telemetry __treams are

returned to the central site

without processing at the remote

site in a similar "bent-pipe"

,_,ode. Two minicomputers are

configured to accomplish the

mission planning and command

generation functions includinL:l the

preparation of routine and special

purpose computer loads for each of
the satel I its" s sir onboard

_h_-:,,'ho:"_ : ,_T,,-:,:3e_ f(:)r £_,i_r_.l'l Of the

c r,i:,,::.a.r d p r .oc _._-_.sor- _. A _.-ing] e
ft;:[ FI1 C CFT_':'t_tLet :i s a] ] (::,cared .for the

pc, st r-_-.a! -t i me t el. ,:.h_t r y analysis

fun::tion and a :-,ingle minicomputer
_,_ th ground versions of the

onbGar d pl-o(ie!-_sorS t-',i_r ves a.:5 a

f] ]ght vehicle simulator. Local

interact].on with the computers is

by 20 c:c,]or--graphic$ terminals and
30 m::_r,o_.zhr ome torsi hal s. Remote

-_.-ers at the satel I ite

manufacturer' s factory and the
launch £ite also have access to

any (if the compute,-s at the

c,:_ntr'a]. faci] ity. Software is

allocated to si;< major subsysLems

to acr:omplish the above mentioned

fun(zt:_ ons. Deve! opment requi red
__bout 250,(:,00 lines of high order

Iang!._age and 25,000 I ines of

a_-_'embly language. Total cost of

ground system incl udi ng the new

facility was appro>:i matel y 30
mill:ic'n dollars.

#. Integration Approach.

-Sin_.:e parallel developments were

undertaken by five contractors and

one government agency, the

challenge during the early

development phase was to establish

and control the interfaces. The

satellite was in as:-_emb!y and test

d,.!ring this time period and the
interface definition was found t.,_

be somewhat fluid and incomplete

thereby causing some late changes

in the ground system. In the

interest o{ economy, no si ngl e

contractor was given the overall

responsibility to integrate the

ground system nor to integrate the

ground system with the satellite

system. The government., namely the

DMSF' program office, retained the

integration responsibility. The

government formed a team within

the program office to monitor

subsystem tests at the

cont factor s' development

facilities and insisted that

discrepancies and deficiencies be

documented at this early stage so

that those affecting integration
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at .h:_gh(-n" I e',,eI s could be

co:tree:ted. C]r.:ca-_i.c:,na]ly c,_-,ntrar.:ts

wrr(-_ adjusLed to al low the

intv.rf.-_c_ ._pec:ifJcetic_n to c'har, ge,

Lhe clef :i ci r*n,my 1::o be cot :" (ected

later, or even c.:?rr-E..i:tr,d on the

eLher side of the i nt erTace by

another contractor if it c,ppe.-.ared

to be more rr_pedient.

Ear].y on it was dec_.ded that a

high fide:tity satellite simulator

was required to test the _ystem

and ira:in (.he operator::, prior to

attempting integration with the

satellite at 'the factory or laun(-h

site. The contract for the

simulator was let early and it was

the first major subsystem to be

del i vered. As the soft:ware

elements were comp] eted at the

(ton'tractors' fact ] i t:ies the

central site was prepared to

a c c:o m p ] i s h m u I t.i --e I (e me n t

ir_tegration with the installation

of the operational hardwarr: and

the flight vehi. c:ie simulator.

At (hi sl pot nt a qover nment--

contractor task force was formed

on site to direct and experlite the

multi-element integration. System
level tests were c:orxdur_tecl at tlne

ear]. iest possible time with as

near to e'-"petted oper a+_:Lona].

cc_ndi (ions as allowed by the

ava:i I abi I i ty of operat i ona!

databases. .(System ]evel testing in

this context meant tests with the

s:.mulator at the central facility

and f i nal I y, throuL.qh

cc_mmuni cat ions 1 i nk_.- implemented

for that purpose, with the

__ate]lite at the launch facility.

The test:, pl an.s and prc_(_-edures were

dove] oped by starting with the

.syster;_ requiremr, nt.!-, ,s_S e::plicitliy

specified and then enhancing them

based or, the extorts:ire operational

e:.:per _..once of the tas'k force

members, a,:J wel I a,s knowl edge

gained during the Jntegrat_.on and

test of the satell:ite, l-his test,

known as the.. Command System Te_t,

was _ i rst conducted at l,-_unch

mJ.nu_ s]-: months and involved

!2; ':." rl ('i L l-(F! !: (:,(T_m,-_r) el'!; fdh('J COlllpLtter

! c:,-._.ds for a] ] major ,z,pr"r_tic_nal

s,c (-!r,,-_-,r :i(DE es wel I ,?_E; pr oE:esL-';i ri.q

.'_]. ] t_"] __lTi*_.;try :'l-lr._.,C_e_". The Command

S'ystc, m Tr._Ft was run even [hougln

tt-;(._re v_er,z- m.:._ny J::lh,-_Wn defic:ie'nc:ies

I,_l th 1:.he gr o:.ln(-1 system i rl order t::0

ur_c:o ,,or any incompatibilities at

Lhe earliest possible tlnle. The

tE.st r'eClu_.red about one week to

(-ompl ere and w,._s run three ti rues

ass c:hanges were incorporated in

tlnr, grour.d system. Discrepam:ies

noted at all levels, of testing for

all subsy_:',tems were 1:.rac_:ed by the

t _.sl.: f or" c e man agement and

dec::i,sions; were ma¢-Ie on a daily

basils regarding the priority and

:impact of implementing the Ti'.'es.

Fi':es were grouped into "builds",

tested, and where appropr i ate

regression te_ts were condt_cted.

DaLa integrity w,-,s establir;he(:l by

r cind,..tc t i r_g a test to verify

c::or r ec ¢z pr oc r:'ssi ng at each (:}_:

s(s.ver al intermediate points, for

all data types proceF.sed by the

system. Even with some automation

o_ the test (data analys:is, th,_

data integrity test required at

ieast five days 1::o c.on, pleLe. The

criticality of data integrity

r_ausecl tlne test to be repeated

f c:,ur times dur _.ng the iteretive

procq-.ss O'f _nstal ] inq f i :.:.es and

retestlng.

5. Lessons Learned.

-In cqe.,,,_loping large systems it is

vita) to estab] ish and control

:i n-Let faces as; earl _., a'-:, poss:t bi ,_

and at the lowest level possible.

E::tra (effort e_'pended it, th:L i

aspect of proqram deve]opment }s

r ei:)a:i c:l m,_r_y -L.:i reeF, (bv(-_r 1 n ti m{-- and

effort saved during the test and

irltr-gratik(:);'_ IDr(-,cess.

-The _.iatel i .'.t e _i mu] etor,

(:levelc)pecl at Ir'!,:s, tl-,ar_ 10% o.f tt}e

gr,z,u n d s:y._ tem c o(.-t, pr-eved

:_rl',,,s':l uab] e a_, ,-_ dei:)L, gC] :t nc] ,-_l (:i,

verifying the c:rJtical sate) lite

:t r,t er .f a(- e t3 ,,_F or e c omman d i r,,_

"live", _s weli a_ allowing crew
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t.r ,_,i r,. i ng ,_,rliJ (');:) _,r- ,_.t J. or),_ 1

p r oc: :=._d,_tr e sl r-,:-: f J n e,T, en t.

-Si:;,:_,ri,---,1 (=c, rnmun :i (=,:nt :i (3n _='; ir-_tt_,rf;-,ce:_

developed to a]lc, w c:c:,mmanding the

s a t e I 1 :i t e a t t h e ._ ,_ u n c h s i t e

pr'oved to be. very t._or-thwh i 1 e.

Cert. ai n command _:;r_qu_nt: es _l-_i ch

could not be vm:rified ag.ain£t the

,-'_i mu.1 ,s,t or becaL_se o._ i nc(:_mp I etP

model 1 J.ng did r,,::,t work when

att e,,pLed with the :-;at,._lI ire,

£,isr:,:ivery prior to laurlch allowed

an order] y restructure of the

¢om,'nand _._eqL.tence.E and a]. ].¢:,_ed the

ea;-1 y orb:i t "_.et.:,t:incj -to proc "-_,-,d or:
s_:: r,,_:.d u ] e.

-A government team (:an direct the

:irYLegr a.P :ion and test c:T a l,-,r{.zje

(:,::.raput er based satellite command

and t:on Lr-ol :system i n a tlme

critical environment if adequate

numbers o-f p(:._r:'_*_r, nel ar e ava:i i able

who have dc_ta_]ed knowledge of the

ultimate L,.:_er requirements as _._el 1

e.s techn_ cal knowledge and

e;.:.p_ri ence i n ] arge s')'::,tr, m

integration and if the contractor_

are cooper ati ve and wi ] ] i ng to

work as membere of a team.
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TACTICAL VANS. WORLOWlDE

SHIPBOARD RECEIVING TERMINALS

JFK I_'WI1ERPRI SE

INO( PtENDfb'qcEI M I DWAY

KITTY HAWK hq#/_RICA

LINKS

kMSAT RELAY

S[NSOeS

VISIBLEI IR CLOUD I_[RY

MISSION SENSORS

MISSIOfl-OPERATIONAL MILITARY SA1_LITE METEOROLOGY

OEPLOYED CONF IGURA'I ION

SA_LLITES IN d_i nml POLAR ORBIT I91L?¢1

SUN-SYNCHRONOUS. THREE-AXIS STABILIZED

GROUND FACILITIES

Gt'FUTT AcE, MONTEREY, CA

LORING. FAIRCHILD. KAI_A PT IHULA)

SatemteCommandandControl

• TIME CRiTiCAL FUNCTIONS

. TELF.M[TRY ANALYSIS

• COMMANDING

• ANOMALY RESPONSE

• DATA INTEGRITY

• RELIABLE TELEMETRY PROCESSING

• RELIABLE COMMANDING

• RAPID COMMAND GENERATiON

• LOW ORBITER

• LIMITED CONTACT TIME IS-|S men)

• ANOMALY RESPONSE CRITICAL

SATELLITE OPERATIONS GROUP
OVERVIEW

,°=,,,., _ ,',_l?_'_sI_%',",

TELEMETRY 1

_' REQUIREMENTS AND CO.,TIMJ,T._ _US, R

IP_. iIEQUIREMENTS

TREND ANALYSIS

DMSPGroundSystemRequirements

• PROVIDE TIMELY METEOROLOGICAL

DATA TO USERS

• SUPPORT MAINTENANCE OF

SATELLITE HEALTH

• PROVIDE RAPLD COMMAND AND

CONTROL RESPONSE

TelemetryTypes
Processedat SatelliteOperationsCenter

• EOUIPMENT STATUS TELEMETRY ([ST)
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TPS'S AS A DESIGN TECHNIQUE

Sharon A. Carpenter, Hgr.

Automatic Subassembly

Test Development Engrg.
Collins Government Avionics Division

Rockwell International

The Navstar Global Positioning

System (GPS) is a space-based system

that will revolutionalize navigation.

When the GPS system is operational

in 1987, it will consist of a network of

Navstar satellites circling the earth,

and thousands of individual user equip-

ment receivers. These receivers will

translate satellite signals into navi-

gation information so that the user will

know where he is within 10-20 meters

anywhere in the world, any time of the

day, in any kind of weather. Informa-

tion will include three dimensional

location, velocity to 0.1m/sec. and

precise time to nanoseconds. The GPS

information will be displayed in a

common grid or, other system that the

customer may desire.

Rockwell International's Collins

Government Avionics Division helped

pioneer the effort to make GPS fully

operational. Participating in the Phase

I concept validation program, our

Generalized Development Model (GDM)

proved the feasibility of high dynamic,

aided anti-jam operation. Now the

Division is in Full-Scale Development

(FSD) of user equipment for the GPS

Joint Program Office.

The Full Scale Development Program

calls for design of the user equipment

hardware and software, production proto-

type build, extensive in-plant formal

testing, Development Test and Evalua-

tion, Initial Operational Test and

Evaluation on each of the host vehicles,

and a production proposal.

Multi-level commonality has been

designed into the Collins family of

joint service GPS user equipment to

insure that the system will be easy to

produce and maintain in a wide variety

of applications. For the host vehicle

applications shown, Collins user equip-

ment sets will have 82% of all system

software, 75% of all Line Replaceable

Units (LRU's) and 94% of all Shop

Replaceable Units (SRU's) in common.

The result of this unique Collins design

will be low life-cycle costs.

In order to meet this objective of

commonality and yet maintain low life-

cycle costs, much emphasis was given to

minimize problems in hardware and soft-

ware development. There were many tools

and techniques that could be applied,

but each of tbem had to be analyzed to

measure their worthiness to the project

at hand. At all times of the hardware

and software development, it became

necessary for a person to wear many hats

in order to meet not only the perfor-

mance specifications of the end product,

but the needs and requirements of the

manufacturing, test, and logistic groups.

Much interfacing between these

groups became necessary. This can be

very labor intensive and frustrating to

the design engineer attempting to meet

his own goals and schedules.

This paper will present some of the

in-plant tests that GPS designers have

used and how they minimized risk in

meeting the goals of commonality and low

life-cycle costs. It will then focus on

the Test Program Set development which

was accomplished in parallel with the

FSD design activity. By presenting both

design engineering in-plant test and

Test Program Set development for the

SRU's, a better understanding can be

gained as to the simultaneous tech-

niques/methods that must exist to assure

completion of the mission assigned.
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In-Plant Tests: Breadboard/Brassboard Testing:

The in-plant test objectives for

hardware/software design were

identified as:

0 Early identification/resolutlon

of problems.

0 Formal test would be a

verification of known

performance.

0 Major field test problems would

be eliminated.

0 All equipment types fully

qualified for intended host

vehicle application.

Steps to be taken by Rockwell-

Collins to reduce risk were

identified:

Software:

0 Simulation Capability Developed

0 Simulated Real-Time Test System

0 Early Checkout on Target Machine

Ha rdwa re :

O Testability Analysis

0 Component/Breadboard Testing

Component Level:

O Feasibility and Characterization

testing at the Component Level to
reduce overall risk

0 Examples:

- Custom RF Signal Attenuator

for Satellite and Jammer Power

Level Control

- Crystal Filter Testing

- RF Mixer Testing for Phase

Delay

0 All critical RF design areas

breadboarded and tested.

0 Performance Data Testing

accomplished prior to Planar

Board layout stage

0 Complete Engineering Models, For

Form, Fit, and Function

0 Preliminary Environmental/EMI

- Included shock, vibration,

cargo bounce, hammerbiow and

thermal testing

0 Reliability Growth (5000

Hours/Equipment Type)

- Burn-ln exercises LRU over

environmental stress

conditions to eliminate infant

mortality in the hardware

Software/Hardware Integration:

0 Extensive Simulation Capability

0 Dry-Run Prior to Formal Test

Software simulation capability was

developed using the Univac Computer.

The performance results were determined,

presented to JPO, and algorithm testing

completed. Here we were able to

identify problems before the user

equipment software was developed. The

key point here was to consider special

cases as well as normal conditions.

This analysis gave validity to the

results we had earlier determined.

As the heart of the receiver, the

Code Generator is a good example of how

Rockwell-Coll_ns implemented the risk

reduction steps identified. Approxi-

mately one year prior to the contract

F-f08



award, the new technology and complexity
of this circuit were identified as
potentially high risk areas. Plans were
undertaken to break the circuit down
into five main chips for easier test
capability. All chips were tested at
the componentlevel using the Sentry 7
tester, then tested as a unit for tem-

perature, voltage and clock frequency.

A simulator was also used to compare

expected results in the memory with what

the Code Generator memory contained.

All of these tests plus more provided a

high degree of confidence that the Code

Generator performed as prescribed.

In all of these tests, test plans,

design and coding walk-throughs were

accomplished to guide the direction of

the design. Throughout this full-scale

development phase, it must also be

remembered that the needs of other

groups had to be interlaced with the

design in order to meet the final

objective.

Test Prosram Set Development

One of these areas was the Test

Program Set development of the SRU's for

depot testing. The objective of the

test program was to ascertain the opera-

tional readlness of the unit under

test. The prime contract had specific

maintainability goals which related to

the ability to diagnose faults in the

hardware when it is deployed. The TPS

development, concurrent with design

development is meant to assure the

Government of that accomplishment. This

ties the TPS development into a design

verification technique. In addition,

software and hardware is being designed

in the TPS development. This parallel

development involves not only minimizing

risk to the TPS product but identify-

ing how it may impact the prime

equipment design.

The TPS's not only became a tool to

prove test capability in the field but a

tool to enhance the design development

phase. This was achieved by the design

engineer's recognition of the benefits

these tests gave to the verification of
the hardware. Initial awareness of

these requirements and incorporation

into the front-end of the design mini-

mized down the road work-arounds and

redesign.

Many of the methods/processes used

in the design of Test Program Sets were

implemented in the user equipment design

areas, eg. test plans, simulations,

walk-througbs, and validation tests.

Whether Test Program Sets are done

in parallel with design development or

upon completion of prime product design,

testability for this assignment needs to

be performed early. Because the TPS

effort was in parallel, there are

specific verification means of testa-

bility. This is not to say the product

did not have testability; but testabil-

ity needs are dependent upon the capa-

bility of the test system utilized.

This parallel TPS effort has made it

easier for design engineering to become

acquainted with what unique testability

guidelines are required for card level

test before any redesign or relayout in

the next phase of the program occurs.

As stated earlier, the objective of

doing Test Program Sets was to ascertain

the operational readiness of the unit

under test. This in itself is a design

assurance technique because so often in

card level testing, the design itself is

challenged as to its functionality. On

the GPS program, ten SRU's were identi-

fied for this task. The ten were chosen

to be good examples of the complexity of

the design, but were also cards which

would have the least likelihood for mass

changes. This latter objective was to

minimize a large amount of changes for

later TPS effort. Half of the cards
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were mainly digital in nature and the
others analog. The targeted systems for
implementation were the AN/USM-410
EQUATEsystem for tile analog cards and
the AN/USM-465Afor the digital cards.

The philosophy for fault validation
testing was defined per MIL-STD-2077.
Briefly this states "When the SRU

contains more than ten nonrepairables,

isolation to groups of four or less

shall be pos- sible for 80% of the

possible faults. Isolation to groups of

eight or less must be possible for 95%

of the possible faults. Isolation to

groups of ten or less must be possible

for 100% of the possible faults".

In order to maximize the utility of

the Test Program Set development, design

engineering was provided the capability

to test their digital cards in-house

using our test programs rather than

generating another set of test equip-

ment. Because the group performing the

TPS development was versed in automatic

card-level testing in the factory envi-

ronment, they were able to utilize

In-house equipment to measure the

effectiveness of the tests for the

digital cards. This simulation provided

engineering test capability which aided

6heir design troubleshooting and gave us

an opportunity to see more cards,

enhancing the validity of the test

program design. This effort required a

close interaction between design engi-

neer, TPS engineer, and lab technician.

It yielded commonality of test and a

good identification of problem areas

early-on where changes could still be
made with minimum risk.

The simulator employed for this

activity helped identify race condi-

tions, and design faults, and provided

minlmal breadboardlng.

The analog cards were simulated in a

lab environment to match their targeted

system. This was to minimize the amount

of time necessary to integrate hardware

and software on an off-site system.

Again, as in the design of the prime

product, special situations were

observed along with normal ones.

Utilization of the targeted test

systems for depot testing had not been

accomplished in-house prior to this

activity. To assure a good response to

the Test Program Set development, one

digital and one analog card were chosen

to have accelerated schedules. This

approach was decided upon to minimize

problems that could be encountered in

all ten Test Program Sets.

In addition, throughout the process,

a Design Policy Manual was developed to

ensure the procedures that were success-

ful could be followed for future TPS

development.

This Desigm Policy _nual was used

to standardize a set of instructloos,

along with design aids to ensure a

common starting point for all TPS's.

The goals for the instructions and

guidelines contained in the manual were:

O Standardize the TPS Design

Approach

O Minimize the

Planning Time

Developer's Task

0 Present All Pertinent References

O Define Terms and Tasks

O Provide Task Descriptions for

External Communications

0 Provide a "Look Back" Reference

as the Project Progresses

O Reduce Program Costs Through

Balanced Implementation and

Design Discipline
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Upon being assigned the development

task of a Test Program Set (TPS) for one

of the specific SRU's (Shop Replaceable

Units), the engineer collected all per-

tlnent informatJon--schematlc, parts

llst, layout, production test require-

ments and specifications. It became

necessary to maintain good communica-

tions wlth the designer so that

additional information on changes were

obtained in a tlmely manner. Updated

drawings, scheduled releases, circuit

analysis assistance, and more, were

needed throughout the TPS effort.

When the data had been collected,

the preliminary design effort took

place. The engineer analyzed the data

and determined the best approach for

testing the board. As a result of the

circuit analysis, a Test Flow Diagram

and Test Plan were developed. These

prellminary documents defined the test

program and later became part of the

English Language Test Document.

Two separate test plan outlines had

been developed for the GPS TPS effort,

one for the AN/USM-410 and one for the

AN/US_465A. Questions and concerns

were covered on these outlines and

required answers before proceeding.

The most important part in the

design of a Test Program Set Is the

analysis of the circuit. The more

effort spent on the front-end of a

project establishing direction, the

better able the engineer was able to

meet the end objective. Definitions

were made as to how the circuit would be

broken out and the desired results

determined. If an engineer does not

know what he expects, he cannot deter-

mJne the path to get there, nor the

inputs required by others.

In the case of Test Program Set

development, the Test Strategy Report

was created to outline the test require-

ments, delineate problems or constraints

anticipated in implementing a test

design, and to provide a general

overview of the test approach. This

plan was reviewed in a walk-through with

peers, similar to the concept review
which was held with the customer.

The Concept Review was held soon

after the design effort began and upon

completion of the overall test approach,

which was reflected in the Test Strategy

Report. This review was held to ensure

that the test design approach conformed

to the requirements and to ensure that

the requirements themselves were consis-

tent wlth user maintenance objectives.

The concept review emphasized complete-

ness and soundness of the test design

approach with respect to system and

functional requirements, ATE capability,

design specifications and schedules. It

presented an opportunity to review the

basic test requirements and to request

specification changes and deviations for

unrealizable requirements.

Execution time, probe time and

operation intervention concerns were

addressed. Many interpretation differ-

ences were resolved, especially in the

areas of format of deliverable documen-

tatlon and tests that could damage the

unit under test.

The customer identified potential

problems that might occur with the

targeted equipment. This helped us

address alternate methods of test rather

than waste substantial effort writing

code to force the system to do somethlng

It could not do.
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Hardware necessary to interface the

uLrI' (Unit Under Test) electrically and

mechanically to the ATE was also identl-

fled at the Concept Review. The inter-

face devices had to be optimized so that

as many UUT's as practical could be

tested on the same basic assembly. This

reduced the number of ID's required,

thereby reducing shop storage require-
ments.

Previous to the concept reviews, our

plan had called for separate interface

adaptors for each TPS. The concept

review eliminated unnecessary design and

build effort which had been anticipated

and presented guidelines for a common

adapter.

Coding commenced after the Concept

Review cycle with recommendations/

suggestions in hand. A pseudo code was

used In designing the test program to

better document the program. Since the

pseudo code Is used to communicate the

design during walk-throughs, as an ald

in integration, and finally to maintain

the Test Program Set after delivery, it

had to be "religiously" updated through-
out the TPS development. "Pseudo code"
can be defined as "narrative

documentation" constructed from simple

imperative English sentences containing

a single transition verb and a single,

non-plural object. Simulations for

software were then performed using a

logic simulator and lab setups, thereby

minimizing tlme and identifying poten-

tial problems In actual integration wlth

the hardware. Upon completion of thls

phase of the test program development,

another peer walk-through was conduct-

ed. The frequency of these walk-

throughs assured compliance to the

design criteria/objectlve established
earlier.

Integration of the software add

hardware on the targeted systems was

performed to validate those results seen

on the simulator and In the lab environ-

ment. Problems were minimized by this

prior action and became mostly differ-

ences associated with what the system

expected to see or could perform.

Validation of the Test Program Set

was accomplished by randomly selecting

faults and inserting them into the UUT.

The test program was then measured by

Its ability to fault-lsolate to that
fault. This effort was conducted

previous to Final Acceptance Test for

confirmation of any areas that may still

require work. Final Acceptance can then

be a formality as the confidence level

of good Test Program Sets has been

proven internally.

This Test Program Set Development
demonstrates the interaction of the

design engineer wlth other groups to
verify the design objective of maintain-

able GPS hardware. In summary, key

points to be remembered are:

- Maintain a close Interaction between

all working groups to identify all

requirements;

- Establish a disciplined approach

early on which addresses

requirements, documentation, process
used, and how to handle unknowns;

- Use simulation and test capability

as much as possible.

Thls example is but a small part of the

overall program but exemplifies one of

the many areas that must be managed and
implemented correctly in order to

achieve the overall objective of

providing reliable, flexlble and

affordable user equipment for the

Navstar Global Positioning System.
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LAUNCH OPERATIONS DESIGN ASSURANCE
CONSIDERATIONS

Otto H. Fedor
Principal Engineer

NASA-Kennedy Space Center

Design Assurance for the ground segments
of Space systems requires incorporation
of reliability characteristics into the

design of ground support equipment and
facilities. Further, a credible and

meaningful design validation technique
must be employed. This paper will dis-
cuss some of the more successful methods

used at KSC and will urge that addition-

al efforts be made to improve the design
certification and launch readiness re-

view methodology for the operational
era.

I. KSC Launch Operations. - If the ob-
jective for future launch operations is

to reduce size, complexity, and cost of

launch operations, it is necessary to
understand today's practice and related
problems. An examination of the activi-

ties at a launch operation center (fig-
ures 1 through 5) reveals that there are

many heavily man-loaded activities with
attendant high costs. The ground proc-
essing schedule is intensive and in-

volves high risks and hazards wherein

human judgment errors are catastrophic.
The checkout, servicing, and launch

tasks include payload processing, Or-
biter processing, element mating, serv-

icing, countdown, and a postlanding
function.

2. Plannin 9 Goals to Improve Mission
Assurance. - To reduce high operational
costs, it is necessary to minimize real-

time human involvement and to improve
the design of human tasks to gain higher

efficiency. This may involve design of
launch site equipment for greater capac-
ity of automation and reduce the man-

machine operations. A major goal is to
"streamline" the operating schedule to a
more operational mode and reduce "idle

time" (figures 6 and 7). Improvement of

mission assurance for future operations

will also require improvement in system
integrity, maintenance, and logistics
capabilities.

3. Human Factors. - We are concerned
with human inactivity due to serial ac-
tivities, We observe human factors de-
lays due to extensive human activity
and/or interaction with computers and
other equipment. It is imperative to
minimize human weariness in critical ac-
tivities due to poor human factors plan-
ning,

4. An Approach to Aerospace Design. -
To understand the problem of design as-
surance, it is necessary to realize that
aerospace design differs from industrial

design in many ways. There are ambi-

tious space program goals that push the
state-of-the-art, causing high technical

risks. Space and launch hardware is ex-
posed to severe environments with seri-
ous consequences in the event of fail-
ure. Then consider that hardware is

usually made in limited production runs
with severe schedule restraints. An-

other consideration is the need for maj-

or resources. Aerospace system assur-

ance is characterized by the emphasis on
providing visibility to higher manage-
ment.

5. System Integrity. - An understanding
of what it takes to obtain system integ-
rity must be gained before reliable sys-

tems can be designed. A system assur-
ance commitment must be made "up front."
Tasks should be prioritized with estab-
lishment of hardware and functions crit-

icalities. The reliability drivers of
performance, cost, safety, and time
should be traded off. This planning

phase is followed by the establishment
of a system to identify risks, unrelia-
ble elements, and hazards. We must en-
sure that hardware and software meet the

design and system requirements. In
fact, the major "ilities" role is to

maintain this assurance rigor during the
development of deployment cycles to pre-

serve this design integrity. (Figure 8
shows some of the causes of unreliabil-

ity; figure 9 illustrates some of the

factors that lead to good reliability.)

There is a sustaining reliability engi-
neering effort that should be consid-

ered. A Problem Reporting and Correc-
tive Action system is valuable. A man-

agement information system is required
to involve higher management. Change
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control is important to maintain config-
uration integrity. Incentive contracts

should be provided for improvement in
product quality. Figure 10 illustrates
a technique to measure Reliability and

Quality Assurance (R&QA) effectiveness.

6. KSC Design Philosophy. - Figure 11
shows the difference in development of

flight hardware and support equipment.
KSC makes a major effort to use only

those R&QA requirements suited to opera-
tional needs and not to pay for more as-
surance than is needed. Proven hardware

and design concepts are used wherever

possible. Two documents have been par-
ticularly useful: The System Assurance

Analysis Technique (figure 12) and KSC-
DE-512-SM, "Guide For Design Engineering

of Ground Support Equipment and Facili-
ties For Use at Kennedy Space Center."

7. Safety as a Design Assurance Func-
tion. - While the goal for engineering
_ty is to have all the safety one can
afford, a better approach is to insist

on a balanced program with equal risk-

taking for all elements of the design.
This can be done by conducting a systems
hazard analysis during the design phase

to identify those conditions that result
in damage to hardware or injury to per-
sonnel. Combining these results with an

operational hazard analysis provides an
aggregate assessment of all safety ana-
lytical efforts performed during the de-

sign and operational phases as well as
identifying their physical and func-

tional relationships. Figures 13, 14,
and 15 suggest actions and techniques
that improve safety during hazardous

operations.

8. Limitations of Product Assurance. -

The product assurance effort is usually

limited by insufficient resources and
time to perform both mandatory and high-

ly desirable tasks. The control of sub-
contractor change control and process
quality is limited and has presented

!_roblems in the past. Demonstration of
component and parts reliability is dif-
ficult even with a large data base.

A,other problem is that support by top

management and its involvement in the
product assurance cycle varies during
the various program phases.
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9. Risk Acce.ptance. - The designers,
testing agencles, and operators have
tasks to support management in the read-

iness review cycle. Each should measure
his product and report to management.
This allows formation of an assessment

and subjective analysis to permit the
decision maker to be comfortable in his

judgment. Figure 16 shows why the re-
sidual engineering and program risks
must be presented in a concise and for-

mal manner to the designated approval

authority. They need a perspective to
determine if they are dealing with a
firecracker or a stick of dynamite. It

is important that, having reached a de-
cision, R&QA ensure that these risks

have in fact been eliminated by design

or procedural changes.

10. Lessons Learned. - Both civil ser-

vants and contractor personnel have
learned that rules, regulations, and re-

ports are not a substitute for sound en-
gineering judgment. Twenty years of ex-
perience have produced these other ob-
servations:

a. Reliance on complex paper systems

documenting the checks and bal-
ances functions should not obscure

the need for reliability special-

ists' identifying the factors that
truly need management attention.

b. Last minute improvisions can in-
troduce hidden hazards. Beware of

cost reduction and product im-

provements.

C. Fight for a consistent approach

to redundancy design concepts

throughout all systems to simplify
the elements.

d. The "ilities" should be in the de-

cision loop from the beginning.

e. Burn the Failure Modes and Effects

Analyses (FMEA's), Hazard Analyses

(HA's), and Single Failure Point
Analyses (SFPA's) once the de-

signer and managers understand
their message unless you intend to

keep the analyses current.
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Never underestimate the power of

any formal system that makes crit-
ical problems visible and under-
stood by management. It will as-
sure that action is taken to solve

these problems.

The hallmark of a successful de-

sign assurance program is the par-
ticipation of highly competent and
motivated people. Carefully se-
lected but small groups of indi-
viduals can contribute far beyond

their numbers.

FIGURE I. PAYLOAD PROCESSING

• WORK ACTIVITy

• ANALYTICAL INTEGRATION

• OPERATIONAL PLANNING

• COMPLETION OF PAYLOAD ASSEMBLY

• SUBSYSTEM CHECKOUT

• INTEGRATED/MISSION TEST

• UPPER STAGE/PAYLOAD MATING

• SERVICING

• VERIFICATION OF SHUffLE INTERFACES

• Af(EAS AFFECTINGMISSION READINESS

• SOFTWAREGENERATIONAND VERIFICATION

• FAULTDETECTIONAND ISOLATION

FIGURE2. ORBITER PROCESSING

• WORKACTIVITY

FLUIDS SYSTEMSDESERVICING

• SUBSYSTEMCHECKOUT

• THERMALPROTECTIONSYSTEMREFURBISH-
MENT

• PAYLOAD INSTALLATION AND INTERFACE
VERIFICATION

• INTEGRATEDMISSION TEST

• AREAS AFFECTINGMISSION READINESS

• FAULT DETECTIONAND ISOLATION

TECHNIQUES

• LEAK DETECTION AND HAZARD

MON ITOR ING

FIGURE 3. SHUTTLEELEMENTMATING

• WORK ACTIVITY

• SOLID ROCKETBOOSTER(SRBI ASSEMBLY

• SRBIEXTERNALTANK (El'l ASSEMBLY

• ETIORBITERASSEMBLY

• FLUID AND ELECTRICALUMBILICAL
CONNECTIONS

• INTERFACEVERIFICATION

• AREAS AFFECTINGMISSION READINESS

• ASSEMBLY TECHNIQUES

• LEAKCHECKING

• FAULTDETECTIONAND ISOLATION

• INTERFACEVERIFICATION

FIGURE 4. COUNTDOWN

• _ORK ACTIVITY

• CRYOGENIC PROPELLANT LOADING

• FLIGHTCREW INGRESS

• FINAL CHECKOUT OF SYSTEMS

• "REDI INE" MONITORING

• AREAS AFFECTINGMISSION READINESS

• HAZARDOUS WARNING

• DATA INTERPRETATION

• FAULT DETECTION AND ISOLATION

FIGURE 5. ORBITER POSTLANDING

• WORK ACTIVITY

• DETERMINATION THATORBITER IS SAFE

• CONNECTIONOF UMBILICALS - COOLING AND
PURGES

• FLIGHTCREW EGRESS

• AREAS AFFECTING MISSIQN SUCCESS

• LEAK DETECTION

• HAZARD MONITORING
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FIGURE 6. PLANNING GOALSTO IMPROVE FIGURE 9. RELIABILITY AND MAINTAINABILITY
MISSION ASSURANCE

• REDUCEHIGH COSTS

• AID "HUMAN ELEMENT"OPERATIONALMODE

• MAINTAIN/IMPROVE RELIABILITY AND QUALITY

• ACHIEVE BESTOPERATIONALCAPABILITY
POSSIBLE

• IMPROVE KSC OPERATIONALTURNAROUND
TIME

FIGURE/. IMPROVE KS(] OPERATIONAL
TURNAROUNDTIME

• RELIABILITY AND MAINTAINABILITY RESULT
FROM:

• SIMPLICITY

• EASEOFOPERATION AND MAINTENANCE

• BENIGNENVIRONMENTS

• LESSERLOADSAND STRESSES

• CONTROLOF SUBCONTRACTORCOMPONENT

QUALITY

• DESIGN FORREDUNDANCYBUT NOT
DUPLICATIONS

• AVOI DANCEOFPROGRESSIVE FAILURE
DESI GNARRANGEMENTS

• lIME _ONSUMING FUNCTIONS

• MECHANICAL (ASSEMBLYi POSITIONING,,
TRANSPORT, CONNECT/DISCONNECT)

• TESTING

• MODIFICATIONS

• DATAMANAGEMENT

• SUPPORTINGACTIVITIES

• INTEGRATEDACTIVITIES

FIGURE 8. MAJORCAUSES OFMECHANICAL
UNRELIABILITY

• UNCONTROLLABLEUNCERTAINTIES

• INABILITY TO PREDICT WORKING
ENVIRONMENT

• DEFICIENT CUSTOMERREQUIREMENTS

• INCOMPATIBILITY OFREQUIREMENTSWITH
STATE-OF-THE-ARTDESIGN

• UNIT-TO-UNIT VARIATION IN ABILITY TO
RESI STFAILURE WHENALL COMPONENTS
AREWITHIN SPECLIMITS

• CONTROLLABLEUNCERTAINTIES

• DESIGN ERRORS

• MANUFACTURINGERRORS

• MA INTENANCEERRORS

• HUMAN ERkORS
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FIGURE 10. MEASURESOF R&QA

• ENGINEERINGCHANGES

• DEFECTLEVELSAT ACCEPTANCEDECISION

POINTS

• DEFECTRATESAT SELECTEDIN-PROCESS
POINTS

• COMPLIANCE WITH DELIVERY SCHEDULES

• VARIATIONS FROM LIFE CYCLECOST
PROJECTIONS

• DEFECTSFOUNDAT CUSTOMERDELIVERY
POINTS

• CUSTOMERCOMPLAINTS DURING USAGE

• Pt(OCESS CONTROLEFFECTIVENESS

• PERFORMANCETESTING

• RECEIVING INSPECTION RESULTS

• AUDIT FINDINGS

• SCRAP AND REWORK COSTS

• MATERIAL REVIEW BOARD ACTIONS



FIGURE 1L RELATIVEDEVELOPMENTSCHEDULES-
FLIGHTHARDWAREVERSUS SUPPORT

EQUI PMEN1

FIGURE 13,. MANAGEMENTSAFETYACTIONS
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FIGURE 12. SYSTEMA_SURANCE ANALYSIS (SAA)

• IMPROVE AREASOFORGANIZATION.
MANAGEMENT,AND EMPLOYEECOMMUNI-
CATIONS.

• IMPROVE REPORTING AND TRACKING OF

MISHAPS, FAILURES, TRAINING. AND
CERTIFICATION.

• ANALYZE DATAFORTRENDSAND PROBLEMS

SUCH AS DESIGN WEAKNESS. POOR SUP-

PLIERS, OPERATIONAL ERRORS, EXCESSIVE
OVERRUNS, AND SCHEDULESLIPPAGE.

• CONSOLIDATERESPONSIBILITY TO BECLOSE
TO "HANDS-ON" OPERATIONS BY ASSIGNING
EXPERIENCEDENGINEERSFORFULLCOVERAGE
OFALL SHIFT OPERATIONS

FIGURE 14. TECHNIQUESFORREDUCING MISHAPS

SAA IS A COMPREHENSIVEEVALUATIONOF THE
TOTALSYSTEM. INCLUDING:

• SYSTEM IDENTIFICATION

• SYSTEMFUNCTIONALDESCRIPTION

• SYSTEMCRITICALITY

• FMEA

• SFPA

• CRITICAL ITEMS LIST

• FORMAL COMPONENTQUALIFICATION STATUS

• DESIGN HAZARD ANALYSIS

• SNEAKCIRCUIT ANALYSIS

• AREASOF CONCERN

• OPERATIONALHAZARD ANALYSIS

• SPECIALIZED TRAINING AND CERTIFICATION
PROGRAM

• COMPREHENSIVEOPERATIONALAND MAINTE-
NANCEPROCEDUREREVIEW

• OPERATIONALDISCIPLINE

• CONTRACTINCENTIVES

• MOTIVATION PROGRAMS FOCUSEDON
PROBLEMAREAS

• EFFECTIVEPROBLEMREPORTING AND

CORRECTIVEACTION SYSTEM

• USEOF PERSONNELPERFORMANCE
APPRAISAL SYSTEMTO ATTAIN
SAFETYGOALS

• CONTROLOF DESIGN INTEGRITY
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FIGURE 15. SENIOR MANAGEMENT PARTICIPATION

AND CONTINUOUS SUPPORT

• MOTIVATION BY:

l CONTROL BY:

CONTRACTS

PERSONNEL APPRAISALS

DESIGN INTEGRITY

OPERATIONS & MAINTENANCE

INSTRUCTION (OMI)REVIEWS

TRAINING AND CERTIFICATION

PROBLEM REPORTING SYSTEM

FIGURE 16. BASICS OF ENGINEERINGRISK
MANAGEMENT

• NASA CONCEPT

THE BASIC APPROACH TO RISK MANAGEMENT IS:

• KNOWLEDGE OF RISKS THROUGH ENGINEERING

ANALYSI S AND TESTS

• CONTROL OF RISKS THROUGH REDUNDANT OR

FAIL-SAFE TECHN IQUES

• DECISION BY MANAGEMENT TO ELIMINATE OR

ACCEPT RISKS

• RESPONSIBILITY

RISK MANAGEMENT ISAN ENGINEERING, MANAGE-

MENT, AND OPERATIONS RESPONSIBILITY

• COST EFFECTIVENESS

BENEFITS ARE MORE THAN ENSURING SAFE AND

RELIABLE FACILITY OPERATION:

• FOCUS ATTENTION ON THE REAL RISK PROBLEMS

• IMPROVED COMMUNICATIONS AND

CREDIBILITY W!TH INTERFACING

REGULATORY AGENC IESOR ACCIDENT

INVESTIGATION TEAMS

• IMPROVES COMMUNITY RELATIONSHIPS

• REDUCED INSURANCE AND OPERATING COSTS
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A _ILThOD OF bl)FTWARE SAFETY ANALYSIS

John Griggs, IIi

l_rtin _mrietta Aerospace

INTRDDUCTIDN

In 1955 only 10% of our weapons systems required computer software. Today

more than 80% of the systems require computer software.

The increased use of software to control _mrdware functions has put both NASA

and DOD in a position of controlling hazardous sequences with computers and

associated software. Examples of this include the _linuteman remote command

and control systems, and the Space Shuttle Ground Launch Systems as well as

the Flight Control Systems. Attempts to ensure the safety of these computer-

controlled systems has lagged behing in development. The Space Division of

Air Force Systems Command has required, through the imposition of MIL-STD-

1574A, that a Software Safety Analysis be performed on software used in space-

craft and missile systems developed for the Air Force. A similar requirement

is being written into _|IL-STD-882X.

Traditionally, in safety analyses, the computer subsystem has been considered

a "black box" that gives a specific output based on a given input. This black

box, and the software it contains, have traditionally not been considered in

the safety analysis.

This paper, which considers this analysis concern, is subdivided into three

sections. The management section discusses the usefulness and the limitations

of the analysis technique, as well as correlating issues that must be coupled

with the performance of a software safety analysis if the results are to be

valid. The technical presentation of the analysis technique is given in Sec-

tion 2, followed by a discusslon of software checklist in Section 3.
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DEFINITIONS

Firmware

A computer program (software) permanently burned into a logic

circuit chip (hardware).

Software

Software, as used in this discussion, applies to a computer program,

considered as it will reside in a computer memory.

The media (card deck, tape) are not at issue, and advanced forms of

software usage (firmware, ROM, PROM, etc.) are not addressed because

of the hardware connotation.

Software Safety Analysis

A study of a software program to ensure that the program, used in

its intended operational environment, cannot cause or contribute to

a category I (loss of life) or a category 2 (flight vehicle damage)

hazard.
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I, MANAGEMENT CONSIDERATIONS

The current attention given to safety and to software, because of

its rapid growth, has prompted DOD to require software safety

analyses on specific DOD programs. This leaves Program Management

with a dilemma because the method of performing safety analyses on

any software program is unclear; thus presenting the manager with

both a technical performance uncertainty and a costing unknown.

Section II of this paper presents a technical approach for

performing the analysis. Our studies to date indicate that only the
category of software programs associated with command and control of

hazardous hardware functions (test sequence software) merits this

type of analysis. This is based on the fact that a physical hazard

can only occur in hardware; hardware that can fail, malfunction, or

cause an unwanted energy release due to improper control (procedural

error, either manual or in the software).

Management should recognize that "associated with cc_nand and

control" has a direct (the control program) and indirect (date base

generation/manipulation programs) connotation. There is no

advantage to performing this analysis on computational programs such

as those used in analytical work unless the output is to be used in

controlling hardware.

The analysis is structured in a manner similar to the hazard

analysis technique; that is, the bulk of the effort is in the

requirements phase. As a rule of thumb, spending 50Z of the safety

hours on requirement definition (DOD "B" Spec, and Phase I in the

technical discussion); 30Z on the code design and detailed flow

(Phase II in the technical discussion); and the remaining 20Z on the

testing review and associated code change traffic. A further rule

of thumb is to estimate 5Z £o 7Z of the software development hours,
excluding testing hours.

As described in the Technical Section, the Software Safety Analysis

is an extension of the Hardware Preliminary Hazard Analysis. In

effect, the objective is to ensure that any hazards identified

against the hardware system (to be handled by procedural control)

are built into the software if possible. This analysis includes an

operating hazards analysis, as well as integrated analysis

considerations. The overall objective then, is to integrate the

hardware analysis with the command and control subsystem (including

the operator interface) leading up to a complete operating hazard
analysis.
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I, MANAGEMENT CONSIDERATIONS (Continued)

There are a number of important side issues that management must

consider in conjunction with performing a Software Safety Analysis.

These areas have a parallel in the hardware world; the specific

concern is different for the software world. The areas include:

lo

2,

.

What type of person can perform the software safety analysis

The integration aspects of the software and hardware dictate

that there must be a definite capability for a system view by

the analyst. He must be capable of viewing and understanding

the hardware and its functions, understanding the hazards and

the preventative procedural requirements; and he must have a

detailed understanding of software flow. He will be required

to participate in defining the design of the software, and will

review detailed flows to ensure thac safety requirements are

not inadvertently negated by the logic flow of the software.

He does not have tO be a programmer; he is a translator of

hardware language into software language.

Configuration Control/quality Control In brief, if there is

not a strong configuration control/quality control program, the

software progra_er will be able to circumvent the controls.

If this can happen, the safety program can be negated. The

software issue is more complex than with hardware; one can

inspect the physical configuration of hardware, but not the

software program as loaded in the processor. One can lock up

the hardware and account for all items, but he can never be

sure he has all copies (or even the true master copy) of a

software program without strong configuration control.

Human Factors The software being analyzed is the basic link

between the hardware and the operator. We have addressed the

hardware requirements upon the software; the interface between

the software and the operator is an open area.

The new MIL-STD-1472C is the first attempt at giving guidance

to the software community. Issues of concern include the

number of co_unications per unit time, type and clarity of

displayed communications, required level of operator

interaction, and the type of operator actions.

Work in the area of defining the man/computer interface is

currently being pursued by the Human Factors Society. A

literature search will help the user in this area.
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Im MANAGEMENT CONSIDERATIONS (Continued)

4. Reliability of Software By the classical definition of

reliability, software is always 100% reliable, since by its

very nature, software cannot fail. Software will contain

errors, and because of errors, software may do the wrong thing;

but software does not break. Attempts are being made to define

reliability (and maintainability) of the software in terms of

number of predicted errors, and time to recover and rerun the

software. To date, no capability exists to segregate the

number of predicted errors in the software by safety

criticality or severity.

o
Software Checklists A checklist for designing software capable

of controlling a unique hardware item can logically be divided

into two checklist components. Part I includes the procedure

controls for the type of hardware being controlled; Part 2 is a

software design implementation checklist and is included in

Section 3 of this paper.

- F-125



II. TECHNICAL APPROACH

The analysis technique presented herein has been developed in

compliance with the analysis requirement stated in paragraph 5.2.6

of MIL-STD-1574A, Systems Safety Program for Space and Missile

Systems; a requirement which is now being applied to systems other

than those governed by this standard.

For a hazard to occur, there must be some undesired/uncontrolled

release of energy, energy normally contained by some hardware

component(s). The failure, malfunction, or error in control of that

hardware must cause or allow the hazard to occur; Cherefore, we are
concerned with the software that controls the condition or state of

the hardware components, or can monitor the state of the hardware

components. A hazard can occur in the hardware because of a

failure; because of an error in the software controlling the

hardware; operator error, or because of a combination of hardware
failures and software errors. The software error areas are treated

by this paper. Two types of software fall into this narrow field of
interest:

. Commnand and control software - software that has direct control

of the hardware, and which might cause a hazard (improper

command), allow a hazard to propagate (does not detect the

occurrence of the hazard), or allows a hazardous condition to

go unnoticed by the operator (masking status). This category

of software is termed "test sequence software."

o Programs that generate the data base parameters upon which the

test sequence software bases its decisions. Erroneous data can

lead to erroneous decisions by error-free test sequence

software or by competent human operators.

Implicit in the foregoing is that the software in the computer, and

the I/0 software are not subject to this type of analysis. These

executive programs handle the internal operation of the processor,

and are independent of the test sequence software. The computer
self test software is normally contained in the systems or executive

software. Safety should verify the capabilities of this self test
and action taken if anomalies are detected. While errors that occur

can affect the execution of the test sequence software, they are not

directly traceable to a hazard. These programs need to undergo

their own accuracy/repeatability studies. Qualification testing of

the test sequence software should be designed in part to surface

these errors.
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II. TECHNICALAPPROACH(continued)

There are two basic differences between a software program, as

loaded into a computer, and the logic circuitry of years past in

which electronics performed the same sequence.

First, the software does not fail. Traditionally, the failure of

the computer, and electronic components, have been considered in

reliability and safety analyses. The electronics can be analyzed,

and Mean Time Between Failure (MTFB) assigned. However, an MTBF

cannot be applied to software, because the software does not fail.

The "software failures" then, are actually software errors built

into the program. This makes the issue of safety analysis both

easier, because the failure modes need not be considered; and more

difficult, because the errors are built into a difficult to

visualize implementation scheme. Because software does not fail, a

properly designed testing program can, in theory, detect all

errors. In practice, however, this becomes virtually impossible due

to the many possible combinations of sequences, and the timing of

those internal sequences with respect to one another make the

required tearing exhaustive and time consuming. Further modern

software testing include time compressions techniques which tend to

make error windows so small that the window is not hit, and the

error is undetected. An analysis technique that can prevent errors

from being built into the code is more cost effective than an

exhaustive testing program that hunts for the errors and in turn,

requires changes to the code, followed by retest.

The second significant difference between software and hardwired

logic is in the area of timing. Timing within a hardwired logic

drawer is highly predictable. A set of stimuli given to a logic

drawer will product highly predictable outputs, which are also

highly.repeatable. A computer, however, has only one set of

processing registers, and can therefore only perform one logic

function at a time. The computer scans from one input line to the

next input line in a preplanned order. If a stimuli exists at a

line (port), the processor will stop and perform the required

function before continuing the scan. This makes the timing at a

given input port unpredictable, although an outside limit can be

set. Since the point in the scan is not known when a set of input

stimuli are given to the computer, the starting point in the order

of performance for the tasks is not known. The timing of a specific

task, then, is not predictable or repeatable. This lack of timing

predictability is what makes the software difficult to test and

difficult to analyze.
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II. TECHNICALAPPROACH(continued)

The analysis of the computer/software subsystemis best done
hand-in-glove with the analysis of the hardwarebeing controlled to
ensure that hardwarerequirements are met.

There is, then, a very strong interaction between the Software

Safety Analysis (SSA) and the Preliminary Hazard Analysis (PHA) of

the hardware being controlled; the SSA can be considered as an

extension of the PHA. The software is actually the data link in the

command and control subsystem between the operator and the hardware

system. Any hazard that occurs, or is allowed to propagate, occurs

in the hardware, and as such, should have been identified in the

PHA. The SSA then, is an extension of the PHA; in fact, the effort

is to ensure that the software is designed to prevent hazards, and

further, is designed so as not to contribute, but to detect hazards

that do occur. For example, "valve XYZ fails to close" - translated

into "software-eze" should be: "valve XYZ was not co,handed closed"

or "valve KYZ was not commanded closed at the proper time." The

software analysis must confirm proper control and monitoring to meet

the needs of the system operator.

Essentially, one needs to review the PHA and the functional

capabilities of the hardware, and then search for ways that the

software could cause, or allow, any particular problem to occur or

to go unnoticed. This waterfall of the PHA into the SSA is in line

with the logical design of the command and control link after the

hardware system has reached some maturity, as in past Preliminary

Design Reviews (PCR). The development timelines should overlap to

allow command difficulties to be mitigated by hardware design

change, as shown in Figure I.

Software that links the operator to the hardware should be

transparent to the system operation, much like the phone line and

switching equipment are transparent to an individual making a phone
call.

In reality, test sequence software is nothing.more than an automated

procedure. There is nothing done by the sequencing in the software

that cannot be done with a simple series of switches and a

step-by-step procedure, given time for the operator to react. The

basic reason for using software is added capability, faster

functioning, and the repeatability that lowers the possibility of

human error.
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II. TECHNICAL APPROACH (continued)

A large part of the analysis is in effect an Operating Hazards

Analysis (OHA) against the automated procedure controlling a

hardware system. The OHA must be extended to consider the

processes, and often must be expanded to an integrated OHA,

considering adjacent operating systems and mutual timelines.

The analysis itself is subdivided into two phases analogous to the

differences between hardware and software. The timing relationships

of the safety analysis to the software development as shown in

Figure 2.

PHASE I: Analyze for the correct implementation of hardware

functional requirements and interfaces. This consists of reviewing

the functional and control requirements of the end-item hardware,

along with the preliminary hazards analysis performed on the

hardware; then participating in the software requirements definition

and implementation so that appropriate safety requirements are

included in the software requirements document.

During this phase, Part 1 of the Software Checklist (See Section 3)

is used to help derive requirements associated with hardware

procedural control requirements. It is also imperative that the

analyst review all software requirements to ensure that none

conflict with the safety requirements. Further, derived

requirements can be expected to surface during this review.

For DOD Programs, these software requirements are published in a B-5

specification (as defined in MIL-STD-490). In developing the B-5

specification, the software analyst works just as a hardware system

analyst. During the informal phase of the B-5 specification

development safety requirements and concerns are worked informally;

as the B-5 specification is prepared for internal management review,

the software analyst should document open concerns on a Hazard

Analysis form (See Figure 3a). The software hazard analysis (Phase

I) should be documented and released to the Government along with

the draft B-5 specification. For software program, the B-5

specification must be approved by the Government prior to holding

the PDR. Government safety personnel should have the Phase I hazard

analysis to review the B-5.

An often asked question, "Should all safety requirements be in one

Section?" is answered this way. Many, if not most of the functional

requirements affect safety and many safety requirements are

functional. Therefore, I prefer to allow the functional
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If. TECHNICAL APPROACH (continued)

requirements to lall with similar functional requirements; only very
special safety requirements such as "terminal countdown entry

check," critical anomaly detection, critical shutdowns, etc. are put

in the Safety paragraph heading.

The final portion of Phase I is to delineate the test requirements

used to verify that the code is in compliance with the safety

requirements. The safety analyst should write the initial test

requirements for safety requirements he submitted; further, he

should review the test requirements document to ensure that safety

related requirements are adequately tested.

In addition to hazards which can occur in the end-item hardware

system, the Phase I SSA should also consider, to the extent

possible, failure of the computer processor itself. Several items

in the checklist deal with various possible hardware failures.

Other methods include partitioning the memory to detect an

instruction skip and top critical processing. Complete failures,

which cannot be counteracted by the software design, must be

considered by the end-item hardware design.

A further requirement on the software system can be made; if an

illegal entry to a critical routine is detected, specific safin8

actions are to be taken, followed by removal of any counand

capability the computer has, since a hard failure of the processor

can actually change the software. Special test or verification

routines may be employed to periodically verify the integrity of the

memory, such as a sumcheck.

Redundancy has not been successfully applied to software because the

error is built into the program, and the software logic is

deterministic. Therefore, the duplicate program, given identical

stimuli, will make identical decisions. To achieve software

redundancy, two different programs which are functionally equivalent

are required.

PHASE If: Anal]re for correct implementation of the hardware

functional requirements and interfaces. This phase starts with

design of the software architecture, selection of the host computer,

and decisions such as dedicated computer versus a CPU sharing setup

where more than one program is resident for execution. The

objective of Phase II is to ensure that the software can execute the

requirements, and will not be negated by other resident programs.
The software architecture and CPU sharing issue has a significant
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II. TECHNICAL APPROACH (continued)

impact on how the safety requirements should be implemented. The

use of priority interrupts, or frequency of cycle, etc., are

examples of methods to ensure that the critical safety logic can be
executed.

A passing word about modular, top-down structure code-in this code,

each small function is contained in one subroutine, which does

nothing else. There is exactly one entry and one exit point from

each subroutine (or module) of code, and a main program or sequencer

calls the modules. This makes the safety analysis, testing, and

maintenance of the code much easier than coping with the many

interlocking loops evident in some programs, where branching becomes

more difficult to predict.

Phase II analysis deals with development of the detailed

requirements in the C-specification (product specification),

including detailed design of displays and interaction with the

operator. In the interest of human factors, the safety analysis

should review operator interface to ensure reporting of significant
events and minimizing insignificant events or events over which the

operator has no control. Display design should represent the

hardware system to the operator. The code can also be designed to
prevent operator error by screening status tables to ensure that

proper conditions exist before an operator-initiated command is

allowed to be sent to the hardware for execution.

During the Phase II implementation portion of the analysis, we are

concerned with two parts of the program:

I.
Analyze the implementation of these functions designated as
safety critical.

. Analyze functions that can influence the execution of

safety-critical functions.

The detailed program design aust be reviewed to ensure that each

safety critical function is implemented and will execute correctly,
but the detailed analysis can be restricted to code falling into

those two areas. Much of the in-line code will not directly affect
the safety of the operating hardware, and need not be studied in

detail past the timing interface.

For those functions that must be analyzed in detail the sequence is:
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II. TECHNICAL APPROACH (continued)

I. Detailed requirements, including application of the priority
scheme.

2. The detailed program design, and in isolated cases, the code

itself, or the logic design.

It is of prime interest to find possible errors in the timing of

functions due to a) competition for the CPU, b) because of

overlapping in the executions, or c) the use of data which is

subject to change (or the use of incorrect data). Stated another

way, we are interested in anomalies such as:

1. Software may fail to execute.

2. Software executes at the wrong time.

3. Software may execute baaed on incorrect data.

Q Software may execute differently in redundant processors

(usually input timing, or changes of input stimuli within a

single cycle).

During this analysis, the analyst can oversee the application of

various coding techniques/restrictions imposed via Pat 2 of the

checklist.

The Phase II analysis should be documented as the C-specification

itself is documented, and transmitted to the customer for review

prior to the critical design review (CDR), as shown on Figure 2.

The actual coding and debugging activities will commence after the

CDR. A low level of safety effort is required during that time

period to ensure that C-specification changes (of the detailed

design requirement) are consistent with safety requirements.

Following the debugging activity, the software program should enter

into informal (or internal) qualification testing, and should come

under informal configuration control. This is necessary to ensure

code integrity (from change) and prevent unnecessary re-testing when

a change is required. During informal testing, the safety analyst

should review test anomalies as well as the required C-specification

and code changes for safety impact. This puts the analyst in the

position of being able to recommend going ahead with Formal

Qualification Test (FQT), and ultimately, makes the analyst able to

sign at FQT with confidence.
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IIl. DETAILED PROCEDURE

The first portion of the procedure is to gather and review the

following data:

Hardware System PHA

Hardware System Functional Operation Requirements and

Timeline Sequence Requirements

Hardware System FMEA

Hardware System Human Factor Analysis

As depicted in Figure 4, The analysis is performed as follows. For

benefit of this paper, I have assumed that the system can be

operator controlled or automatically controlled. The reader can

restrict his analysis, if appropriate.

For each hazard which can he mitigated by some procedural control,

take the steps of the flow in Figure 4,

Io Specify the procedural control (Block 3).

2. Specify the Software requirement as indicated by the Figure.

3. In Block I0, if there is a time constraint associated with the

developing requirement, automatic control (Block 8) may be

dictated because of the short response time.

6. In Blocks 6 or 7, be sure to annotate the HAW to insure that

the written procedure is consistent with the software.

5. In Blocks 9 and i0, the determination of software priority

associated with the requirement must be made. It is necessary

to insure that the module of code can get access to the CPU,
execute, and the output commands (or operator notification)

acted on with the time constraint.

This basically concludes Phase I of the analysis. Any safety

requirements generated, and not incorporated in the code

requirements document (B-5 Spec) should be annotated on the open

HAW, or a new HAW generated to document the safety concern.
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Ill • DETAILED PROCEDURE (Con t inued )

The Phase II portion of the effort is in some aspects more general,

as in discussion on Software architecture, and then more specific,

as in review. The detailed logic flows to insure implementation.

Parts of this effort are parallel to Phase I:

Io Discussion on architecture of the code to enhance safety and

maintainability. In addition to the words in the technical

approach, I can only admonish the Safety engineer to stay away

from branches within loops, i.e., "spaghetti code."

25 Write any specific test requirements to insure the proper

implementation of the Phase I requirements.

Parts of this effort follow acceptance of the design requirements:

l.

Q

Review the detailed design requirements for correct

interpretation within written C-5 requirements, and detailed

logic (preferably computer derived logic flows after initial

coding) will follow acceptance of the B-5 Specification.

Review the logic flow for:

a) Blocks of code controlling hazardous functions.

b) Safety logic associated with anomaly detection for those

hazardous operations.

c) Any code which the architecture would allow to affect the

execution of a) or b).

. It is important to understand any timing quirks of the

computing system the software program will execute on, and

review safety critical timing requirements for any conflects.

Now you have given the analysis your best shot. Any safety concerns

as a result of steps 1 through 5 should be documented on a HAW,

either against an existing open worksheet or a newly documented

concern.

The safety engineer must follow the informal qualification testing

to insure,once again, proper execution of the safety critical codes
as identified in 4. a) through c), above.
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IV SOFTWARE CHECKLISTS

For test sequence software, which is effectively an automated

procedure, the primary focal point will be the procedural

requirements from safety source documentation. This information

will be in Part 1 of the checklist (for use in Phase I of the

analyses effort); and will be supplemented by software design

standards that can be given to a programmer (congruent with Phase 2

of the analyses).

Part I Hardware Procedural Constraints

Procedural constraints from safety source material:

Air Force Design Handbook 1-6

Explosives Safety Manual
Etc.

Plus:

X. ANOMALY DETECTION

as The software logic, upon detection of an anomaly, shall revert

to a safe condition informing the operator of the following:

I) What anomaly was detected.

2) What action was taken.

3) Current system configuration.

Workaround procedures shall not be allowed (except

contingencies).

b. Critical hardware situations shall be identified and safiu&

features designed into the logic.

c. All functions identified as creating hazardous conditions for

personnel or equipment shall have the appropriate logic

designated and priority assigned.

d. Hardware anomalies requiring an action within (TBD) seconds

shall be controlled by logic. A hardware safing panel is not

considered to be a primary safing avenue.
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IV SOFTWARE CHECKLISTS (Continued)

eo Upon detection of a processor malfunction (by self test)

appropriate safing commands shall be sent, critical (hazardous)

commands shall be removed. Note that each output can look like
a command to the hardware.

Y. OPERATOR INTERFACE

Operator I/O interactions shall be straightforward, unambiguous, and

comprehensive. Thus,

ae Operator I/O interfaces shall provide detection of operator

errors, error notification, recovery procedures, and fails,re

features on critical co_Mnds or processes.

b. Defaults shall always be positively identified and prevailing

conditions shall be given to operators.

Ca The logic shall allow operator override, except for critical

automatic safing. This shall be implemented with a dual

selection "arm/fire" procedure. Any override of safety logic

shall be identified to the test conductor via display on the

test conductor's CRT. (This allows a 2-person agreement co the
deviation.)

Part 2 Software Design Standards

1. GENERAL

ao Interrupt processing logic shall be specifically defined
and documented.

bl Software baseline shall be tied to an approved hardware

baseline. Floating baselines make safety requirements

traceability difficult.

C. Concurrent programs being iteratively performed shall be

in the same main and any time value used shall be from the
Interval Timer.

do When data/commands are passed from one program to another

program, there must be a complete interchange (handshake)

to ensure the correct exchange of data.
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IV SOFTWARE CHECKLISTS (Continued)

eo When sensing hardware configuration, equipment sensors

shall be utilized (open/closed indicator). The presense

of an open command output discrete shall not be used to

indicate open state.

2. PROGRAM DESIGN

.

ao Functionally redundant processing shall be considered for

critical functions.

bo Program design and code shall be structured to enhance

visibility, readability, maintainability, and

comprehension of program logic and program interfaces.

Co Program design and code shall be modular in an effort to

reduce logic errors and improve logic error detection and
correction functions.

dP Hazardous or time-sensitive processes shall be identified

and considered for automation rather than operator
execution (see 4.d. below).

e$ Delay statements shall be evaluated to determine if

interrupts will be adversely affected. (Interrupts are

effective only after statement execution is completed).

fo Calls generated to other procedures shall require that

conditions be positively specified, determined, and

effected (interrupt processes).

go Decision logic shall not be based on values of all "ones"

or all "zeros." A specific pattern should be used to

reduce the probability of malfunctioning hardware/software

interfaces supplying false values that satisfy decision

logic.

TIMING CONSIDERATIONS

ao I/0 wait times, which occur when accessing disk or other

memory for data, shall be considered in automatic/operator
interactive decisions.
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IV SOFTWARE CHECKLISTS (Continued)

o

b.

Co

dm

Interval Timer accuracy dependence on system loading to

decrement once per second shall be considered in critical

response time determinations.

Operations employing time limits shall consider the system

processing load responses time. Time limits shall not be

used to generate pulses of critical duration.

Operations employing time limits impacting the system

safety shall have those time limits included in the

logic. The safety-critical time limits in logic shall not

be changeable by the operator from the console. I/O wait

times (worst case) will be considered when timer logic is
determined.

ANOMALY DETECTION

aQ Upon detection of an anomaly, revert to a safe condition

informing the operator of the following:

I) What anomaly was detected.

2) What action was taken.

3) Current system configuration.

Workaround procedures shall not be allowed (except as

contingencies).

b. Critical hardware situations shall be identified and

safing features designed into the logic.

c. All functions identified as creating hazardous conditions

for personnel or equipment shall have the appropriate

logic designated and priority assigned.

d. Hardware anomalies requiring an action within (TBD) second

shall be controlled by logic. The requirements for safing
(flow and revert) shall be contained within control

logic. The safing panel is not considered to be a primary

safing avenue.
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IV SOFTWARE CHECKLISTS (Continued)

5. OPERATOR INTERFACE

ao Operator I/O interactions shall be straightforward,

unamfl_iguous, and comprehensive.

h. Operator I/O interfaces shall provide detection of

operator errors, error notification, recovery procedures

and failsafe features on critical commands or process.

Co Defaults shall always be positively identified and

prevailing conditions shall be given to operators.

do The logic shall allow operator override. This shall be

implemented with a dual selection "arm/fire" procedure.

Any override of safety logic shall be identified to the

teat conductor via display on the test conductor's CKT.
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DISCUSSION OF EVOLVING CAD/CAM USAGE

By R.G. Damskey, Hughes Aircraft Company

I believe CAD/CAM (Computer Aided

Deslgn/Manufacturlng) to be a

key tool in being a cost effective,

contributing member of the high

technology industry. Luckily, so

does my management. As with any

tool, there are great advantages

in using it wisely and disadvant-

ages in not. This discussion is

to tell you what we've learned

during the past 24 months utilizing

CAD/CAM, what we hope to learn

in the future, and to stimulate

any comments from you.

BACKGROUND

First, a few words about our function

and our current CAD system. We are

a structures deslgn/integratlon

organization with two major support

roles, mass propertles/alignment and

wire harness design. Additionally, we

monitor the fabrication and integration

of both the structure and wire harness.

To aid these efforts, we have the

Lockheed software (CADAM) on

an IBM mainframe, Adage terminals,

Fiberoptic transmission, plus II

inch and 36 inch electrostatic

plotters. Currently, we have 2-

dimensional capability on the Basic

System, 3-dimensional capability with

the Northrop NCAD software, and real

time rotational ability via a

"joy stick" which is incorporated

into the NCAD package. Prior to

1981, we had been using the

Computervislon (CV) system on a

very limited basis and found it

not to be user friendly enough for

our general use. The complicated

command sequences necessitates

continuous use to maintain pro-

ficiency. This did not lend

itself to our design organization

where the design engineers are

responsible for researching and

coordinating their designs.

Upon initiation of a project, a

couple of weeks of research and

liaison are not uncommon prior
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drawing the first line. As a result,

a simple, user friendly system which

would "key" the designers memory for

learned manipulation commands was

sought. The Lockheed package with

its prompting menu was our choice.

Once the system was in-house, we

started learning of it and on it.

The first thing we learned was

"DON'T THROW AWAY THE BOARDS"!

CAD is not for e_eryone and every-

one is not efficient on CAD. Current

CAD systems have relatively small

display tubes which means only a

restrictive portion of a large

drawing can be seen at one time to

work on. The individual operator

must be able to keep the rest of

the drawing in his minds eye to

insure any change made on one

"seen" area of the drawing are

incorporated later in all other

affected views. Not all individuals

are adept at doing this. Addition-

ally, to be efficient at the "tube",

the manipulation of the keyboard

and light pen must be automatic to

the operator. Some individuals cannot

master the necessary techniques. As

a result, we have found it advanta-

geous to keep drawing boards for those

individuals in the above categories.

Plus, it is hard to hold informal

design critiques around a terminal

due the focus of the equipment on a

small operator area and the frag-

mentation of drawing. A large print

layed out on a drafting table with

access all around it has been found

most conducive to a meaningful

exchange.

Our CAD terminals are adjacent to the

conventional boards in the design areas

Some thought has been given to the low

level hum inherent to the CAD terminals.

Research indicates that the hum is con-

sidered a beneficial "white" noise which

drowns out the superfluous conversations

allowing better concentration on and
off the terminals.



Finally, design engineers in our organi-
zation spendapproximately 40%of
their time researching, conceptualizing,
and doing liaison work. This leaves
60%of hls/her time for designing on the
tube. Obviously, having a dedicated
terminal for each individual is an
extravagant use of resources. There-
fore, the terminals have been placed
in groups of four (the maximumstring
for Adage)adjacent to the conventional
boards to encourage a sense of common

usage not individual ownership.

Currently, this approach is working

with terminal usage consistently above

100% based on an 8-hour day. (This

is done via a flextime policy allowing

11 hours of possible usage per day).

CURRENT USAGE

Our efforts to present have concen-

trated on the CAD portion of CAD/CAM.

We have only just begun working out

our approach on CAM. Our two basic

software packages, CADAM (2-Dimensional)

and NCAD (3-Dimensional), are most use-

ful in different design and support

areas. CADAM is used primarily for

production drawings (assembly, instal-

lation and detail), CAE (Computer Aided

Engineering) which are the analysis

functions, the engineering check

function, and as a data base for the

manufacturing tooling and parts inven-

tory systems. NCAD is primarily used

for preliminary design studies with

view studies done on the "Joy stick"

terminals.

Design Assurance is enhanced in two

areas via the use of CAD. First, the

basic hardware design, its verification,

and resulting tooling; second, the

increased number of iterations possible

with automated design.

Basic hardware design consists of

layouts which are detailed to give the

necessary drawings needed to manufacture

and assemble piece parts. A layout on

CAD can literally be "built up" of

major subassemblies given a basic set F-148

of design parameters. This process

does not save any time over the

conventional manual approach, but

the number of iterations possible

in the same time frame is signi-

ficant. In fact, there is a

definite tendency to continue

iterating a design after an

efficient configuration has been

found just because it has become

so easy. After a layout is com-

plete, a large time savings and

increase of accuracy is found in

the engineering check activity.

Large dimension structures have

been difficult to check for scale

errors among the different views,

the locations of critical points

and tabulated dimensions not

coinciding with their field of

drawing counterpoints. With CAD

the time to check the above has

been cut from days to a few hours

while the accuracy is as exact

as the computer can give, in that

it electronically measures between

the points the checker indicates.

After the layout has been

completed and looked at from all

angles to insure the design envel-

ope has not been violated, the

detail drawings are made. Here a

library of piece parts which has

been built up is used extensively

to detail the hardware being built.

Gone are the days of drawing the

nut and bolts over and over. Now

they are electronically duplicated

from the library in milliseconds.

Additionally, the parts lists from

these drawings are electronically

transferred from the CAD into the

Product Information Network

System (PINS). This data system

is used by Manufacturing to pro-

cure piece part material and

hardware. Further, the PINS

information is used to plan the

fabrication of hardware plus

positively control the material

going into the fabrication pro-

cess. It now takes a conscious



and concentrated effort to make
erroneous hardware substitutions

in that the only materials avail-

able for the particular item being

fabricated are those listed in the

PINS.

We have found no significant gain

in using CAD to check detail drawings

over the conventional means.

Next, assembly and installation

drawings are electronically gener-

ated using the layouts as an overall

guide and details as the building

blocks. The time saved plus accuracy

incurred by using the existing

detail drawings data base to

generate these drawings is signi-

ficant. However, a real bonus comes

with changes. An alteration to a

drawing and analysis of its affect

with subsequent changes to all other

affected drawings can now be done

in hours, not days. Plus, we have

found a significant reduction in the

number of changes needed, our first

CAD program gave an order of magni-

tude less changes than the prior

historical average.

On the manufacturing front, the same

data base is used to design the

tooling necessary to fabricate and

assemble the subassemblies. The

design of this tooling is also done

on CADAM and enjoys all of the

benefits of accuracy previously

explained. As a result, we have

experienced a phenomenal ease of

hardware "go together". This has

a very positive effect on both the

fabrication and design personnel.

Additionally, the engineering check

of insert locations from the instal-

lation drawings has dropped from one

week to one day with a significant

increase in accuracy. To a lesser

degree, this is also true of the

blanket and paint/marking drawings.

Finally, we are utilizing CAD in the

electronic harness design. This is

the one design that ties every system

together and as such, could benefit
the most from the use of CAD.

Presently, however, CAD is just used

as drafting tool in this area. Some

time is saved on each harness drawing

in that there is a high degree of

redundancy of wires and terminals, an

ability that CAD is especially suited

for. This is not where the real

benefits lie, it is getting the elec-

tronic box and systems people on the

same electronic data base network.

When this happens, the communications

between the people who design the

system (systems engineers) and the

people who implement that system

(electronic and harness engineers)

will be iterative, not sequencial,

as is currently prevalent. Overall

design time will go down and product

quality will go up.

As seen, although we have been using

CAD for a relatively short period of

time, it has impacted virtually every

area in engineering and manufacturing.

We have learned much about how to use

this tool effectively, but we can see

many areas where increased future use

will be key to our viability.

FUTURE USAGE

For the immediate future, CAE in the

form of the analysis functions and CAM

abilities of the system are being ex-

plored. The analysis field has two

areas of development. The first is in

Mass Properties. There is considerable

analysis time savings and increase of

accuracy feasible with a computer-

aided analysis by having the computer

obtain the weight, moments of inertia,

C.G. locations directly off the CAD
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drawings. The former reduces the
numberof personnel neededto do the
task, which can be relatively sub-
stantial on a large structure program.
This allows fewer resources to be
highly efficient and accomplish the
sametasks. Thelatter allows the
weight margin neededto adjust for the
inaccuracies inherent to existing
analysis techniques to be traded
directly for increased payload weight
capacities. This is a direct increase
of the overall efficiency of the end
product.

Currently, the available software Mass

Properties analysis packages require

a redefinition of the detail/assembly

in terms of spheres, pyramids and

rectangles. This added step, though

the actual analysis is very fast, is

not cost effective. We are currently

working on the procurement of a

viable software package.

The second analysis area being

explored is that of stress and

dynamics. Presently, this type of

analysis is done by hand or if

more complicated, a special computer

program is written/adapted for each

item. We want to take the detail/

assembly electronic drawing and have

the computer analyze it directly,

needing only design imput criteria

from the analyst. The benefits

gained in terms of time and accuracy

are the same as for mass properties.

Currently we are looking at Finite

Element Modeling (FEM), however,

state-of-the-art software still

requires massive reidentification

of a part by the analyst to allow

computer analysis. This again is

costly and currently not acceptable.

Direct analysis of the electronic

design is the goal.

Now we have reached a point of this _

discussion where the major engin-

eering is finished and manufacturing

begins. CAM could eliminate a large

error source in the manufacturing,

i.e., one man's interpretation of

another man's drawing. With CAM,

the electronic drawing is directly

digitized onto a tape which acti-

vates the milling machine, lathe,

etc. Man assumes passive control

of the process, he does not have to

actively interpret drawings. We

have run some experimental CAM parts,

but are finding the software avail-

able still not advanced enough to

handle our current operating mode.

An example is that all lines on a

drawing must be closed out before

it is digitized. This necessitates

the designer to view every section

of a drawing at a sufficient scale

to insure every curve and inter-

section are complete. This greatly

increases the time at the terminal

per drawing. We are working on the

software which will automatically

project lines over small distances

and check that the part is contig-

ous. Once this is accomplished,

the inherent accuracy of the basic

system combined with the ability

to check fit by electronically

assemblying equipment before it

is made will be a major break-

through in "getting it right the

first time" without having an

excessive expenditure of resources.

Possibilities in the near distant

future include major data management

available at the design engineers

fingertips. Currently, a designer

spends 40% of his time doing research

and liaison to insure this design

meets the requirements. With the

overall equipment complexity going
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up, we see this percentage going
up. A major reduction could be
realized if the information sought
were in a central data bank. This
meansthat all design and support areas

must be automated. It is feasible and

practical, however, there is a signi-

ficant capital cost. All involved

personnel would have to be trained,

equipment procured, communication

lines multiplied (though fiber optics

can accomplish this with minimal

physical impact) and management

dedicated. A formitable task, but

the alternative is a work day filled

with meetings on what is to be done,

and no time to do it.

CONCLUSION

I have made a lot of statements on

how I perceive the function of

CAD/CAM in my working world. And,

it all is centered around communi-

cations; communications with each

other, communications between man

and machine, and communications

between machine and machine. It

is a necessity to bring the "let

your fingers do the walking"

thought process into the engin-

eering world. If we don't, our

knowledge will soon outstrip our

ability to use it. We will become

the modern dinasour, unable to

keep up with the evolving environ-

ment and eventually collapsing due

to inefficiency.
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CAD/CAM AT TRW

John L. Cairns

Manager CAD/CAM Project

SCOPE

This paper is an overview of the CAD/CAM project at TRW. The

project was started in 1979 at Space Park in the area of

Mechanical Design. The project is now spreading into Electronic

Design, circuit board design being the focus at this time.

The first part of the paper covers a brief description of the TRW
organization that manages the development of CAD/CAM within the

corporation. The objectives of CAD/CAM at Space Park and a

description of the current system configuration are also

included. The second part of the paper describes the performance
that is being experienced and the lessons that have been learned

during the the past three years.

ORGANIZATION FOR INTEGRATION

TRW is made up of three business sectors, i) Electronic and

Defense, 2) Automotive World Wide, and 3) Industrial and

Replacement. (see figure i) Each sector has a a CAD/CAM Council

made up of senior group managers who establish the policy and
perform management reviews. Each of the sectors also has a

technical committee made up of department managers who either

have, or want CAD/CAM systems. The technical committee is charged

with the planning of systems, the evaluation of equipment and

software, the day to day operations and performance evaluations.

Key members of the sector council serve on the Corporate Science

and Technology Council which establish the policy and evaluate

the development for the corporation. The CAD/CAM panel at the

corporate office is made up of key members of the sector

technical committees. This crossed network of councils and

technical committees provides a good flow of information from the

bottom of the organization to upper management and provides an

excellent path for communications between the "high technology"

side of the company and the commercial side of the company.

SYSTEM OBJECTIVES

Six system characteristics were defined in the beginning and

continue to be the guiding objectives today.

i) NO DEDICATED OPERATORS. CAD/CAM is a tool not a service at

TRW. We are dedicated to the eradication of the design merry go

round, where an engineer gives sketches to an operator who loads

the data in a computer, plots the result, returns the drawings to

the Engineer for review and then go around the loop each time a
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change is made. Our studies show that an Engineer spends a full
30% of his time telling lead designers and technicians what he
wants and checking to see that he gets it. The same Engineer with
a tool that is 3 to 4 times more productive than manual methods,
can do the job in the same time that it takes to explain the job.
That frees the engineers time to do more work, or put more effort
into the design task at hand.

2) EASYTO LEARN. TRWwants all engineers to be users. Training
programs of 100 hours of formal training and another 6 months of
on-the-job training would be unthinkable for 7,000 engineers.
The Engineer is also an occasional user of a design system (the
TRWaverage is 500 hours per year) therefore the systems must be
more than easy to learn it must also prompt the user and provide
online help.

3) STANDARD HARDWARE AND SOFTWARE. The half life of computer

hardware and software is about 9 months. We do not want to get

stuck with some special equipment or programs that only run on a

particular brand of hardware. Particularly devistating are the

systems that require new hardware to run the latest version of

the software you are committed to.

4) PRACTICAL DATA SECURITY . Users should not be bothered with

remembering which disk pack or magnetic tape the data is on. A

user should be able to call up an index of drawings and pick the

one they want. If the user wants an archived drawing there should

be one phone number to call to have it restored.

5) DATA BASE ACCESSIBILITY. Once information is captured in a

computer it should stay in the computer. Many systems only

produce a drawing that must be read by people and selected

information copied into the next computer. Vendors have this

thing about priority data structures, that's ok if they will just
make the information that is stored in the structure available as

information to other computers.

6) INTEGRATED SYSTEM. TRW will pass up the best system in the

world if it will not integrate into the company system. The

developers of Mechanical Design systems are learning this lesson.

Most of the major systems in Mechanical Design and analysis can

exchange major portions of their data bases with each other. The

national standard IGES is making this exchange even easier. The

electrical design and analysis folks however, are way behind in

this integration effort. Particular consern at TRW is the

integration of schematic capture systems with the circuit board

design process. There are several good schematic capture systems
on the market. All can extract a "string list" and a "parts list"

but none will provide the capability to transfer the picture

along with the symbols and information content of the schematic

to another system.
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SYSTEM DEFINITION - MECHANICAL DESIGN

The Space Park system for mechanical design presently consists

of:

(a) An IBM 3081 computer at a central site with communications

to user work areas up to 19 miles away from the computer.

(b) CADAM -(105 Stations in 27 Locations) CADAM is a software

package developed by Lockheed and marketed by IBM. About 35% of
the mechanical design at Space Park is done on this system. That

share will grow to 70% by the beginning of 1985.

(c) NASTRAN, SAP, SINDA are the primary structural and thermal

analysis packages that have been integrated with the CADAM

system.

(d) CADAM-APT and McAUTO UNI-GRAPHICS are the primary tools of

the N/C tool preparation. CADAM is used for conventinal tool

design, while the McAUTO system is used for N/C tool preparation.

(e) COMPUTER OUTPUT MICROFILM (COM) is a direct output of the

CADAM and is the method we use for the documention of

engineering drawings for configuration control.

The Space Park system for Electronic design presently consists

of:

(a) CBDS -(8 stations in 4 locations) the Circuit Board Design

System is a software package developed by the Bell Northern

Electric company of Canada and marketed by IBM . CBDS is a

complete system that includes schematic capture, logic

simulation, parts placement, placement optimization, routing,

artwork generation, engineering documentation, fault test pattern

generation for automatic test and fabrication tooling. This

system will be expanded to 21 stations in 12 locations by the

middle of next year.

(b) Silvar Lisco, Design Aids, and a few others are being used

for schematic capture.

(c) SPICE, DVS, TEGAS are used by the electronic engineers for

circuit simulation and analysis.

(d) Gerber photo plotters are used for circuit board and

substrait artwork generation.

(e) Excellon n/c drills and FACT test machines are used in the

fabrication and test of circuit boards.

PERFORMANCE

Performance by the traditional ratios of time to do a job are as

follows:
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Conceptual Design 2:1

Structural Modeling 7:1

Mechanical Design 3:1

Facilities Design 4:1

Tasks that require thinking time do not benefit as much as those

that are more mechanical. These numbers are interesting, but what

does it mean at the bottom line? The computer costs at TRW are

charged direct to project job numbers. This means that the cost

of a person working with a computer is approximately 80% more

expensive than a person working without a computer. A person that

is two times more productive with a computer is only

approximately 20% more productive on cost.

An example of a real bottom line can be seen in table i. The

following example is from one design department.

TABLE 1

Head count (Average)
YEAR DIRECT CONTRACT TOTAL DRAWING COUNT
_mmm

1981 80 54 134 1608

1982 77 12 89 1968

1983 85 5 90 2880

The work load since 1980 has been steadily increasing while

during the introduction of the CADAM system the manpower in the

department has been dropping, and the productivity of the

department has been increasing. This department does not have

enough terminals for all of the designers. The productivity
ratios of 3:1 or 4:1 do not account for all of the increase. The

real productivity increase comes from the integration of the

analysis with the design function the elimination of some

checking functions the compatibility of the work with the

manufacturing systems, and the reduced number of errors is the

design that used to 'rob' the productivity of the department.

This department put the best people in the organization on the

system thus getting more mileage out of the people that are

already highly productive.

The same thing can be seen in the performance on the first 9

circuit boards that were designed with the new CBDS system.

(see table 2) Manual design process produces a multilayer circuit

board in an average of 19 weeks, for a cost of $28,000. Over 40%

of the labor in the cost of the PCB is in checking.

The results of the first 9 boards designed with CBDS show an

average of 12 weeks were required to present the artwork to
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manufacturing at an average cost of $21,_00. These boards were
produced by designers during their training period with beta test
software, that changed configurations 3 times during the
production phase. We expect the schedule for circuit board design
to drop to 8 weeks and costs to drop to approximately $10,_00 by

the end of the year. This will be a 70% drop in both labor and

cost along with a 57% drop in span time. Our expectations might

be high but they are in the right ball park.

Table 2 - Circuit Board Design Performance

BENCH CHECK WEEKS TOTAL COST

MANUAL 359 260 19 $28K
METHODS

PRE-PRODUCTION 291 161 13 $20K

(BETA TEST)

EXPECTED 146 36 8 $ 8K
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LESSONS LEARNED

The lessons taht we learned are the same ones that we learn over

and over again. For some reason we always think new systems bring

new problems but in reallity they just are the same problems in a

new format. The 8 key lessons are:

SYSTEM LESSONS

i) First and foremost, have a long range plan for development,

review it, and stick to it. A real plan is easy to explain to

management and customers alike. The plan will help to resist the

neat new products that you are bombarded with by virtually every

vendor in the business. The plan will need attention every 3 to 6

months as new requirements bubble up and new products become
available.

2) We believe that the integration of automation systems into

an overall company tool is more valuable than the original

automation of functions. There is now such thing as a turnkey

system. Nothing really stands alone, everything requires at least

software to integrate the outputs of the turnkey's with the

company system. Automation is available from everyone, but

integration is very dificult to buy. The selection of an

automation system will have a major impact on the ammount of work

that must be done in the integration task.

LESSONS ABOUT MANAGING CAD/CAM

3) Traditional ratios of direct to indirect costs are obsolete.

Financial people constantly compare this years performance to

last year through a series of ratios. When the design function is

automated the "bench " labor goes down faster than the overhead.

Overhead functions that depend on a percentage of billable labor

will have to be re-examined. In some cases the profit of the

company is one of those items that are computed as a ratio to the

basic labor. Our customers as well as our contracts people , who

negotiate overhead rates and profit margins, are taking these

things into account. The idea is to reduce the cost to the

customer and to increase the profits of the company. These are
not necessarily mutually exclusive things.

4) Middle managers need training not pressure. Middle managers

are the people that make systems work. They are the people that

are directly responsible for producing a good product, within

budget and on schedule. They have seen a lot of systems come and

go, and are naturally skeptical. CAD/CAM is an easy concept to

sell to senior managers but there are a lot of snaggs that can

keep a system from working up to its potential. When a middle

manager wants a system to work these snaggs all have solutions,

when the system is viewed with suspicion then these snaggs become
major obstacles.
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There is a tendency on the part of policy makers to give these
folks 'heat' if they 'resist' progress. If the system is good it
will stand up to their skepticlsm.

LESSONSABOUTPEOPLE

5) CAD/CAMwill not create engineers out of draftsmen. If a
draftsman does not know analytical geometry when he sits down to
the computer those functions are just not usable by him. You
can't use F.E.M. modeling if you don't understand Finite Element
Analysis. Managers have a tendency to think they can put the
lower level people on these systems and up grade their whole
function, where in reality the best people in the department
should be on the system first. This is hard to do because the
best people are never "between jobs". It always hurts to loose
these people even for a week or two.

6) People need recognition. Recognition does not have to be
money. As long some people are using the automatic tools and
others are not, there will be a class distinction. So what do you
do for a designer that is 4 times more productive that his
counterpart on a drafting board. You can not pay him 4 times as
much. But you can provide a better working environment, (carpet,
piped music, bright colors etc) invent some perks if you have to.
You can give them some attention in the company paper. Take tours
through the area. All of these things constitute recognition.
Many of these things won't be necessary after the "new" systems
are established but during transition everything helps.

LESSONSABOUTAPPLICATIONS

7) Have clear responsibility assignments for data. When the
product of a drafting room was a piece of paper you could always
tell who was responsible for the 'vellum' it was the person
holding it. Who's holding the vellum for an electronically
released drawing? Each designer had a drawer of templates to
assist with the drawing. Now there is a standard library of
symbols, these symbols have attributes that convey information to
a variety of functions that the designer is not even aware of.
Who is responsible for the accuracy and completeness of the
symbols? We have had to modify the Policies and Proceedures
Manual, the Configuration Managment Manual and the Drafting Room
Manual to clarify the responsibilities. We have also created a
new type of job (which we are having a hard time finding a proper
name for) that is responsible for libraries of standard symbols,
and data elements.

8) Training never ends. Hardware and software are being
introduce at a rapid pace, and users are finding new ways to use
the systems. This kind of activity requires a constant and formal
program for training. A combination of class work and seminars,
round tables, news letters are required to keep the training
levels high.
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TECHNICAL PROBLEMS

We are all faced by the same technical problems. The industry is

finding solutions but not fast enough.

I) Communications. 9600 baud is not fast enough when you want

to ship a FEM model that has 100,000 vectors between computers.

This has a solution if you work close to the computer, but if you

work 10 miles away, and at a different building every year, the

problem is severe.

2) Data compatibility between systems that are written by

different vendors and run on different computers is a major

problem. National standards like IGES are making a difference,

but a lot more work is required particularly in the electronic
data field.

3) Hardware compatibility. This is a serious problem as new

generations of machines are integrated into the systems.

4) The rapid obsolescence of hardware is faster than the IRS

allows depreciation. The problem is to select tools that will

useful for 3 to 6 years without holding back the development of
the system.

5) Another problem that is finally softening is the dependency

of software on particular computers. The widespread use of

FORTRAN 77, UNIX, etc is making software available to a variety
of computers.

WHEN WILL THE SYSTEM BE COMPLETE ?

The single most asked question by financial managers. We at TRW

are about 25% complete on the system that we have defined for our

self. We can get the next 50% done in about 3 years. The last 25

% is not well defined at this time and depends on directions that

the computer industry takes in the next 3 years.



DESIGN ASSURANCE TECHNIQUES
CAD/CAM

CADDS and Industry Effectiveness

by

Richard A. Sharp
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CADDS and
Industry Effectiveness

• APPLICATION

• IMPLEMENTATION

• CONCLUSIONS

THIS CHART KMONSTRATES HOIv CADDS RAy IE JUITIFIU

BY ANTICIPATING HIGH OUTPUT FOR UNIT COLT. IT II

THE °|A£KBOHE" OF CJU)D$ ACGUIEITIOR.

|T 1S ONLY NATURAL TO USE RANUAL COSTS AND OUTPUT

AS THE COMPARISON LINE.

FOR A VALID CO_PAKIEOM, IT IS NECESSARY TO HAK_

ADJUSTNENTS TO THE NANUAL LINE FOR IIGTH TME C_DDS

SYSTEM AND 0PENATIOHAL COSTS.

THE JUXTIFICATIGN FOR ACOUIRING CADD$ II TME

DRAMATIC INCREASE IN pROFIT IASED OH VARIOUS

EPFECTIVEHE|S FACTORS.

THIS CHART IS TRUE, EUT IT IS NOT AUTOI_TIC!

CURRENT CARDS EFFECTIVENESS COVERS THE FULL

NAMGE FROM GOOD TO BAD TO |HDIFFER[NT.

FOR THE PURI_SE OF THIS DISCUSSION, [ WILL

D4EFINE "EFFECTIVENESS FACTOR m AS THE RATIO OF

V_LU[$ coIqPARING _0S AND ITS EGUIPMEHT TO

IqANUAL EGUIVALENT.

[VEH THOUGH IT CAN BE UHLINITED, LET'S KEEP

THE RANGE I_OUNDED SETI_EEH ON[ AND TEN.

o

O

°!i

EITEC TI VEN ESS J

/,./x_ E __ :5

EF:3

/

r -r T F - ] _-----T_

_./0 r _' ?;t ]tlOnS

Ratio of values

CADDS and equfpment cost

Manual equivalent

Ranse

ONE TO TEN

EFFECTIVENESS

FACTOR

Defined

EFFECTIVENESS Is THE PRIME JUSTIFICATIOIt FOR

ACOUINI#| C.ADOSI

IT IS MY EXPERIENCE THAT =APPLICATION _ _ eIMPI.F.qlENTATIORm

ARE THE TWO HOST CRITICAL FACTORS REGULATING

=EFFECTIVENESS, l

_0PEflATOR SKILL _ IS ALSO AN IMPOATAJIT FACTOR_ SO LET'S

ADDRESS THIS 5UI_JECT !

EFFECTI VE NESS I

Justlr,_ation IE,_o_,:,:]

_IMPLLMENFA!i,-!N}
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AS PERCEIVED |Y EUPII_ISION, "0REmATO_ SKILL" IS

ACIUALLY DEPENDENT ON _APPLICATION m AND

• |MPLI_4ENIAT 1ON. •

_d( OPEilATON NMO IS tiELL TRAINED ON _IJ)DS DEVELOPS

"OPERATQ(It EWfEC'_|VE_SS" BY DOING I_I_L WORK!

IN REGAJt9 TO AP_LICAT[O(4 °-

PERCEIVED.

Dependent on
application and
i mplementation

DOING WORK

Develops
effectiveness

r .................
! HUGHES i

EFFECTIVENE55

Operator
5kill

THERE ME TtiQ PAIITI TO APPLICATIOIII:

-Till #IiIGDIJCT

-OPERATOR EXPERIENCE IN THE PIOOUCT AIIEA

r.dll_fs EYETEN CJ/AIILITY NEEDS TO _"T_ THE PtiO_JCT

-TOO MUCH SYSTEJq DItIVES UP OPtlL4TING COST

-TOO LITTLE SYSTEJq A_ND T)N[ JOE CAN'T RE DONE

IT IS GNITICAL TO NAVE mPRODUCT |XPERI|NCJ[D ° I.[AD OP[RATOiB.

OT_IBIIEE, TItlE RILL |E NASTED ON NON-PI_ILI_$ *- AHD REAL

PRODUCT PItOeLIEHS NILE NOT RE ADDRESSED*

"IIII.IIIITATIOI_ _ II.I0 L_q|T *OPIIRATON [FPlICTIY[IIIIII*

*RESTRICTf_ TO RAKING RELEAaE DRANINGS COPIED

OOAAD I._YOUTS, THE =EFFECTIVENESS FACTOR"

rAN me (XG c_ LESS!

EFFECTIVENESS I ' ...............Operator Skill _HUGHESi

TWIN APPLICATION FACES

• Product used on

• Operator experience
in the product area

NOli, I.[T'l |IICUll CltlTICld. iOVEINIRt Fk"TItl.

LET'S ll[I;IN tilTH "AIIPEICATION."

EFFECTIVENESS IJustit,cat, on

DOMINANT _

0|KIILI_(IM _ Fill Till ITII;CTUIIE/III_IIIIIIIL

ARIJk OF THE AIEROSPACE IIIOUETRY HAS lIEN IEVOL¥Illl

FOR gUITE A FEN YEAIIII.

ALTHOUGH IT I| TNO DIN[NSlOR, AL, THE PRINTED CIRCUIT

AND INTEGRATED CHIP FIELD IS OUITE HATURE IN USING

CA_S,

THE AUTOIqOTIVE FIELD IS ALSO RATUNING RAPIDLY.

OIIIITKI. REC)tMqIC$ It A = ºTARGEt" IsOR C.J_0S

APPL I CAT ION,

APPLICATION !Orbital Mechanics I_H:__:_:.
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THE SPACE _ COIqMUICATIONS _ROUP AT HU4VAES HAS

DEER IIqpLEIqENTING CA_S FOR THE CCIqPLEX AND

COMPOUND GEOMETRY OF CCRqUNICATIOIqS SPACECRAFT.

]NTELSAT VI, SI4OtR¢ MERE IN ITS DEPLOYED CONFIGURATION,

RILL |E USED FOR THE EY3UqPLES SHOWN IN THIS

PRESENTAT ION.

0NCE IT |S IN GEOSYNCHROI40(JS ONRIT, THIS SPACECRAFT

IS DES|GNED TO HANDLE 50,000 SIHULTANEOUS INTERNATIONAL

PHONE CONVERSATIONS -- OIt 4 1(LEVIS|ON CHANNELS AND

3_,0OO PNONE CONVERSATIONS*

|T HAS GLOI_. ANTENAAS FOR SATELLITE RELAY MiD T_O

IqANEUVERING SPOT ANTENNAS FON SELECTABL£ COVERAGe,

r ...............

LHUGHESI

APPLICATION

Communication
Spacecraft

LET'S KFIIIE C_.X GEOIQETDY AS THAT UNIOI

REGUIRES SlIqU_TJdtEOUS SOLUTION OF EOUATIONS

-OM-

MORE THAN ONE PARMETER IS A NEPEIalDENT FUNCTION.

LET'S NF|NE CO_OU_ DEOPUETNY AS A LOT OF

LINES ON C|KL[I, ETC.

C 0 MPLEX

Has more than one
parameter as
dependent function

COMPOUND

Consists of a
multitude or lines

r ...............
i HUOHES i
L ............

APPLICATION

Geometry

Defined

THE ANTENNA FEED SYSTER IS & SELECTED NAJOR (_0MPONENT,

[T I$ RESPON$IDLE FOIl MAKING A LAIt6E IIUllER OF CALLS

POSSIILE,

THIS IS THE TRANSMIT ANTERICA FEED SYSTF.M Iml¢_ IS

ASOUT _ BY 5 FEET AND CONTAING lq6 AIITEImA I¢DRNG,

THE RECEIVE ANTENNA FEED SYSTEM IS SIIqlI.AD, DOT Oily

213 THE SIZE, IT ALSO tOIITAlli| 141_ Nfl'f, mlM HOlliES,

BEHIN_ THE HORNS IS THE IqICNONAYE TRANEIqIT NETII_qK

q_lCN IS A VENY NNODUCTIYE AREA FOR 2 DIIqEN$1OIqAL

_ADD_ -- BOTH IN _0_DI_X AND _qPOUND IE_TRY,

APPLICATION

Antenna Feed

System

THIS IS THE OUTLINE OF ONE LAYER Of Till Iq|CJWIIA¥[

TRANSJqISSION NETWORK SETTING ON TME DAlE PLATE.

DUE TO THE LARGE DATA IL&SE SIZ[, THE IIETllgaK IS

SPLIT INTO TI_ PARTS.

THERE All[ A IIUIqlEII OF IIETIlOAK LAYERS THAT ME

"011[ Oil TOP Of TN! OTHER." &SAID, THE BECE|VE

RETIlORN IS SlMII._.

IF THE NAVE SU|_S MERE USI[D |11 U[IU OF THIS TYPE

OF DESIGN, TN_ ENTIRE SPACECRAFT VOLUME Iq|GHT BE

CONSUMED RY ONL_ NAVE GU|D[$.

Microwave
APPLICATION
Transmi ttinl] Network

.XF

l ; .............. -I

i HUQHES I

oyF
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WE'RE _ LOOKING AT OWE PART OF THE NETIIQRR

.., AND JUST ITS OQTLINE...II%TII THE NETWORK

CEIITER_.I RE f_lOWI NO •

DESIGII CRiTERiA IqEANS THAT EACH CEIITERLINE tlrliGTH

II,UST PL4TCH A SPECIFIC ELECTRICAL LENGTli. IT RUST

ALSO COMfl[C_' REO(_iRED POINTS. BUT. (]WE RUST NOT

INTERFERE N[TM T)4E OTHER -- OR WlT_ "STAY OUT"

AREAS.

AUTQIqATED SUG-ROUTIRES MIRE CREATED TO ADJUST EACH

CEHTERLINIE LEWQTH TO A *REQUIRED" LENGTH IT

CALCULATIli6 IIE'_ LINE ARGL[S,..AND SEGRERT U[NGTliS

..._ITHOUT CNANGIRG [lid POIIITS.

WITH TI4E _ILITY TO GUICKLY R(YISE THE DATA DASE. THE

PRODUCTIOW IE&ld4 PRIOR TO THE COMRLETiOR DR THE

GL£CTRICAL DEE II_.

BASED Oli SIMPLER flETIlORKS THAT ARE REQUIRED TO NORK

FqAICUALLY, THIS RETI_RK HAS CONSIDERED BEYOIID FEASIBILITY

FOR RA/IUAL RETICOOS DUE TO COST AliD SCHEDULE.

*,u_,Es'

-_PPLICATIO._

\1i cro_ave
Compound
Geometry

l *×F

i

APPLICATION

Mi c rowave
Complex
Geometry

THIS IS THE ERIE PART -- UITH THE HACHIR]RG DETAIL

ADDGD,

_[_r'rRY *- YES! TIllS IS ONE OF _A/Iy

PANTS RE_JIRED FOR A COWPLETE MICR_IAVE TRA,qSM[T

NETWORK.

AUTOMATED SUI-ROQTIflES Ill[RE RLSO CRF_TED PO_

INSERTING MUCII OF THE RACII|II]NG DETAIL.

THE RA(_AL EQUIVALEKT RE_JIRED FOR THiS JOG WOU_.D

ALSO IE UNFEASIBLE, TRY TO IHAGIN[ YOUR HAVING TO

_&IIUALLY Df./q[RsIOli Tills ONE DRAWING! AND CONSIDER

THE SCORE O_ ImORK REGUIRE_ TO CONVERT A DIRENSIONED

_RAWING IliTO A FINISHED PART!

THE EUECTROIIIC DATA G_RE ENTITY COUNT OF TH_SE PARTS

USUALLY RUNS A_OUT _,0_,

A LOCAL CLOS|-tJ_ Of THE SNRE PANT WILL _ THE

REGUIRED FU4CJIIIIIIIG DklAIL.

THE ELECTRONIC DATA IULS[ WAS US[_ DIRECTLY FOR

flUR_RiCAL COIITROL CUTTER PATli PRO&R/U_qlIIG, A/_ THE

PANTS ARE ALL IIC.

Sel[kR[_ OF I[LECTIIOIII¢ DATA BASE. WE _ ¢01WEJ_T

CV _BS _ TO CV _ _1 TO _R_R OR TO _ OR

CA_.

• z _SO DO_ MWZRGEPc,m_,

APPLICATION
Dala Base for I "HI_IOHF..S'"

_ umerical Control | .....
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| HAVE _ THIS IS A NVIELOPINS CAPMIILITT _ I1

$1_1.11 IE y|ll¥ CO|IT EFFECTIVE*

TI_ PHYSICAl, I_ PMT MUST MIAIN lie I_NPMQ TO TI_

INPUT INFOISIATI_q MID ALL DISCREPMICIES MUST liE

IOTID FOa L_N.UATI_II,

NON, LET'S LOOK AT _ DIMNSIOIkkL APPLICATIONS°

10 Pt[SENT A H_S Of _) C_S A/'PLICATIOOlS, I tlILL

HIC_I4_IGHT A PItOOUCT OEYELOPItlEHT CYCLE N_D APPLy CAIn,

FIRST, THE CONCEPT I$ ESTAJILISMIrD

-pHAsE | LAYS GUT WHAT IS HA/ITED

-PI, U_.$E 1 1S EXPECTED TO DO IT

APPLICATIONNeeded J
I

We have CAD and

We have CAM

What about CAI ?

Computer Aided Inspection

APPLICATION JConcept
II I

PHASE 0

Perrormance criteria !

Performance boundaries !

PIIASE l

How can it. do this ?

ITERATION IS THE PJOST |(qPOATANT CJ_dI_ILITY FOR

PAOOUCT COIqF IEUAAT I OII •

ITERATION C_LtAIIL|TY IliCl_ltS EVEN IqOlIS IIqI_RTAIIT

liStEN PUtNY DIICIPLINE$ HAVE A M_IJOII IMPACT ON A

I_QDUCT.

IT IS NELL _ THAT A nEFIHED D(llllt I$ THE HOST

VIABLE -- _ THAT IT IS _PEnHEm on ITEIIATI0111

TNtE MOST EFFECTIVE TIES TO I.rleJbLOY C/I_)_ IS AT THE nJ'GIHNIIN

OF A PROGRNq.

|T IS ALSO THE HOST CRITICAL TIME TO USE *PROPJET EXPEIIIIEIICEI} m

CA_S OL_fRATOR$ ON THE PIIOOIIN_.

|IHECTION! ESTAIIA.ISHEB AT THE IIEIIWlIIIG U _

LIFE 01r A IqIOJECT.

Iteration process

Crosses disciplines

Refinement
dependent on

ITERATION -7

STRON  :Sl> 
_ (:}_MP IT[ T0__R_IJ

APPLICATION

Conf il]uration

APPIJUA'FION ! * ...........(;onr i guration _HUOHE$ ]

I

PIIASE I

USE CADI)S NOW

i.'irst sta_es o[
geometry layout
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THE| IS /_q EARLY |NTELSAT V| CGNFIGUI_AT|ON ATT[I_T. TMRI[AI_TI[R, EACH ITERAT|OI! RMIllAFI|E ¢_ EPF|CTIIrENESE --

NHIN IT IS USED AT THE MGINNIH OF A PIIOGI_A/4.

OqLY FUNDN¢ENTAL ¢H[_qET_Y IS kK_KED WITH AT THIS STAGE,

A I_ANUAL LAYOUT OF ONI[ ITERATION, LIKE THE ONE |lOre IN TH|S

EXJ_RPLE, CAN JE EFFECTIVE WHEN COqPARED TO C_DS, THIS IS

TRUE EVEN k_l(N WE WON_ USING ORTV_OGRAPMIC _.

THE [XA*WLE SHOlm KL(W, IS ANOTHI_R ATTEIqPT AT CONFIIRIRATIOll

(

f

c_

J

APPLICATION

Iteration

Opt I

APPLICATION

ILeration
Opt 8

THE IIEI_IO N/IUAL ITF.IIATION RAY AS Tllq[ COIIIImINE AS TIlE

FIRST,

I|OU_U, C,N)_ RCmEl QUITE FAST.

TN! EXA_U[ |HOMN RLQII, IS NIIOTHER CONFIIUflATION A1"r_T

Tree F.X.*_LE Sm DEI._, IS YET MIOTHER ATTENPT AT C0N;|IUII.ATIN,

THE PROBLEM CONCERN| TI4E AJlLITY TO STOW EVERY'TRIM.

r ................ l

HUQHES

i

APPLICATION

Iteration

Opt 3

! HUQHFS i

I

APPLICATION

Iteration

Opt 9

F-167



ATTBIqPTING TO |TON TNE Mf?EIIEkk FAAq. USlIN _ ORTN01UI/_!

TI[CHE|gUE$ /WAILAI_ TO THE Pk_NUAL NO_LD, IS NOT A_LIINII_

THE JOll.

THE IDUI/M'LE l_i..ON, Ill ANOTNS.N ATTEJqPT.

r ........

I

APPLICATION

Iteration

Opt 12

EVEN THOUGH NE TRY MANY DIFFERENT APPROACHES, IT IS STILL NOT

NORKI NG.

THE [xNq@LE SELOM, IS A/IOT_[! EXJVU'LE,

APPLICATION

Iteration

Opt 15

k_HAT ABOUT USING A EIFOLD ARRANGENENT HA¥1R4; &LEWD HINGE LINES?

RANUALL¥, THIS MOULD Ill OQITE A JOOI |N FACT, IT NIGHT NEGUIRE

THE D(VELOPtq[R? O1_ A PtOCIC'UF]

R¥ USImG CA_)$, ?t41S I'/tO¢_SS IRr.N4E t_THEI SIMPLE -- ONCE THE

TECHNIQUE NAN NORKI_ OUT,

RNrf _rS.qlATIO_$ OF liIFOI._'ELEHED )4Stole t.INES HERE $ENIERAT|D --

EACH REOUIRED ONLY A FEN HOURS.

N4W, LET'S TAKE A SI40aT EvCUREION INT0 QEN[JtATING SIFOID DERLDWIENT

USING SLEtr(o HINGE L|HES,

!
/

APPLICATION

Iteration

Opt 18

NC_, FOR THE SECOND HALF OF Tt41E P_qOllLD_ *THE OPPER H|NNI["

FOUfl CONSTRUCTION LIHEII ARE _I_D -- N41CH ALLOW _ RI.AII[

SURFACES TO K D[FII_O*

TI_JL, Tit( $|COIID HINGE LINE IS AT THE INTERSECTION 04r THE

PLANE SURFACES,

_[SULTS OF THE IIIFOL_ SLEI_D HINGE LINE /drrENi_ /_RE COI_PLETE

AND _K_eKABLE I

APPLICATION

Iteration

Opt 10
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THE PROIbLFJq IS lET UP*" CADDS IS MORE THAN JUST AN EXPENSIVE DIIAFTING RACHINE_

-SELECT A DEPLOYED POSITION. IT IS ALSO A FULL SCALE HIGH FIDELITY 3D MOCK-UP

-SELECT A TENTATIVE STONED POSIT;ON IGNORING CLOCKING. IqACHIflE.

CONSTRUCTION IflFORFUtT;ON IS ADDED:

-SELECT AMy UPPER AND LOI_R HINGE POINT. FOR EXARPLE, THE PSOGRAN D(VELOPMERT CYCLE IS CLOSING-IN

-ADD _ C.L. |ETM[EN F01NTS AND StIEEP IN A SURFACE OF ON A _II,S[L|N[ KSIGN.
EEVOLUT iON.

THE EXAMPLE BELOti iS A TOP VIEW OF THE DATA EASE.

SELECT A CLEARANCE D;A/q[TER -- AND PROJECT A "T" CYLINDER.

THE |DEFACES TO eiNENATE AN iNTERCEPT LINE OF POSSIBLE POINTS.

THE D|FOLD HINGE POINT, AT THE SEJqI-DEPLOYED POSITION, CAN DE

,.,-_GEONT,_E;NTENCEPTLINE, APPLICATION I ..............

IS DEFINED BY VIRTUE OF THREE POINTS IN SPACE THAT DEFINE A pLAIt[.

THETHROUGHIONERTHEHIMIEsELECTEDL;HELDt_E|SFEEPEN_rCULAIIIHINGEPOINT.TO THAT PLANE -- NtD PA.. __lt \ Full Tapl View

/

Descriptive Geometry-Free Space

S
ICrVISIBLE FEATURES SUCH AS A RADIO FREQUENCY CONE AND ANGLE

PATTERNS CAN ALSO BE INCORPORATED INTO THE MOCK-UP.

"- LOCATING THE SPOT SlA/qS AND GLOBAL HORNS IS THE RE!qAINING

MAJOR PROBLEM. IT IS A PROBLEM EECAUSE IT "MOLDS UP" THE

PROCESS OF DESIGNING A BASELINE.

Step 1
Problem THE EX*t/qPL[ GELON. |S A FRONT VIEW OF THE DATA DASE.

A PPLIC A]'Ion l A PPLIC A TION

Descr, ptive Geometry-Free Space J [._E..S.] Mock-Up

Step 2

Full Front View
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THE I'_ol.._ HAS POSITIOddING THE TNO SPOT JlENq NtTEi4NAS.

THE CRITEmlA:

-THEY RUST STON.

-THEY nUST DEPI.OY.

*THEy RUST HAY[ REQUIRED "LOOK ANGLES" WITH ALl. IU: CONEs CLEAR

-THEY MUST HAyE lIo STRUCTURAL INTERFERENCE THROUGHOUT THE

NPLOYINT EE¢K;ENCE •

IT IMECARE NECESSARY TO DEVELOP A DEPLOYMENT SEOUENCE THAT PARTIALLY

DEPLOYED ON[, SO THE OTHER COULD DEPLOY o- AND Tt4EH -- COMPLETE THE

FlaST.

TIlE EXANPU[ BELOW IS A ElM YIEld OF THE DATA /IAEE.

APPLICATION J _H'UQH_:'S'IMock- U p ...............

Full Side View

THE EXAMPLE BELCq_ I5 THE SA/_ IlOLl,l'tlO(i, bl_'/t, lls IT Ii III A

STOOD KI$ IT 1014,

SOLUTION

APPLICATION
Moc k- U p

Top View
Stowed

THE EXHALE IIELON IS _ IlOIqIRI( VIII OF TIE SOLUTION IN THE STOND

POSITION,

ALL OF THIS INFOI_IAT|OR IS ¢Oi(TA|U/_ IN ME _'S DATA _,

_IUIy NUMBER OF VIEWS -- AT ANY SCALE -* CAN BE |[IJECTED.

CNIRATIOII O_ LAYER| P_AY I_ vILqlF_ IN NIY IgMm[| OF II/,T|*

THE EilUk_eLE I_I,,ON, II A TOP Villi OF THE SOLUTION. IT IS KPLOYEO,

IT I$ THE RESULT OF RuIqI[EOUS ITERATION ATT[JqPTS -- YET, IT WAS

AC_.'OIqPLISHF.D IN JUST A FEll "lqA/l" WEEKS,

SOLUTION

APPLICATION
Moc k- U p

Top View
Deployed
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THE EXHALE BELOW IS A CLOI|-UP DLrTAIL CLEARANCE VIEN.

IT IHOWS THAT GLOILAL HO_NS ARE CLEAN OF THE EAST SPOT |EAq.

THIS IS TYPICAL OF NUIqENOUS VIEWS TAFJ[N TO PROVE THE NIIUd(GI_ENT

IS NORKABL[,

APPLICATION
Mock- U p

Isometric
Stowed
Detail
View

J_y WZOQI4|JIG-IN" I_ FIND THAT THE INDICATED IIITENFE REIN'll |l

CROSS HATCHED.

THIS IS TYPICAl. OF THE NUHENOUS ITERATIONS IIHUIR[O PIIIClII TO

FINDING A, SOI_UT IO N*

ACTUALLY, THE t.IHE OF ISTERF|N[N¢[ IS A CO_11tUCTIOI LIND ""

AND ND TRUE PII_ILEH EXlSTSI

ONCE THE IIASE LINE IS ESTIIJILISHE_, THE OTHER TALKS BECOME

INPONTANT TO THE PIIOGRMI.

APPLICATION J r_o-.-E-iilIdenti{y Problems _........

THE EXNqPLE MLOW IS /liOTH[R CLOSE-UP OF THE DETAIL CL.EARJiliCE _FIEN*

A C,LOSER-L_OR WILL REVEAL THAT THERE APPI[ME TO DE

Ilrrlui[ItENCE,

THIS IS A THUE END ¥1lld OF ON[ DII_O TUK,

TAU A CLOSE LOO_!

APPLICATION l r" ...............
Identif y Problems I HUGHES:

ill _ COST F/RTOII OF A PIIOIR_ I.Ill1 INTER.SAT YI IS Till

AAll.ITY TO USE EITHER EXIITINI TEST _q WUFACTUIIIND FACILITll.S

"- OR TO IDENTIFY THE KU FOR NEW ONES EARLY IN THE PII04111/_.

WITHIN ONLY A FEll DAYS, C./I_D$ INSTALLED THE DEPLOYED BAIELINI

SPACECRAFT ON ITS TEST FIXTLMES *- MID INTO _ EXISTIM TEST

CHNqlIEN.

THE EXNqPL[ DELOW IS & "PLAN VIEW" OF THAT INSTAI.I.STION.

APPLICATION JImpact Studies

CHAMBER _ i-'-------

_-_- _- . II....
48.250 ', 2467 * 73-05_. Jl

_." "" "-. 30_06"

WINDOW _ " ", ", TRANSMIT

' . .... ,, . _ TRANSMIT

Y LSOLLY ASY PATH J
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IHPLEPE_ATIOH AND APPLICATI0fl OVEmLAP EACH OTHER

THERE IS A DISTINIU|SNING DIFF|DENCE

-II_LF.._HTATIOH EEGUIEE| ADVAJOCE CO_IT_.NT AJQ P_NNIIN

TO EHADLE THE APP%|CAT|0N

| RILL NOql DIDCUSS THE OTteR CRITICAL EFTECTIVENED$ FI_TOD:

IPI_.i'.RENTATION,

EEFEC TI VEN E55 I
J us ti [ i carl on [ H_U IG HI E IS _

I

AN OPESATO(q I_UST MVELOP A IqENT/U. CDI_A/ID IFEilUrd_|

APPROACH THAT WILL REGUIRE 5 TO 15 NIH4nES TO EX|C_JTE*

|HTEDIR/PTIOND KFEAT THE CONCENTRATION THAT IS NEF.DIED

TO NE EFFECT|VE,

0PEHATOAS HAVE _F.ER PUSHING TO PHOYE THEMSELVES --

AND THEIR SYSTEMS -- FO_ sOME TIME, AS THEIR CAPAIILITT

IS ACCEPTED, EVEN GREATER DEP_IUCOS _ PLACED ON THEIR

EFFECTIVENESS -- AND THEY TRY TO CONPLY]

A COPUBINATION OF LONG-TEfllq mHEAVY EFFECT|VENDEE a _ANDS

-- _ EXECEES[VE INTERRUPT|ONE CAUSE OPEUTONE TO LOSE

THEIR CONCENTRATION -- A/_ THAT REDUCES THEIR EFFECTIVENESS!

THE RESULT IS FRUSTP, AT|Oiq AIW B.U'R_I...OUT_

If

Concentration
REQUIRED

too much is expected

o[ the operator-

AS THE NORM

Expect

BURN-OUT

IMPLEMENTATION

Comment

Comments [

• De[ine
-NEEDS

- EXPECTATIONS

(I The foilure rote of interocl_ve
CAD/CAM syslems iS over 30%
of instollotions. Much of this
foJlure _s clue Io Jnsufficuenl pton-
nbng end improper expectotions."

NCGA 1983 Conlere_ce

Expos,t,on brochure

IT IS NICE TO _ THAT THID P'DOIIL_ IS CLE_LY IIlll'lftlD.

NOTE TMAT THE STATEX) CAUSE OF FAILURE FALLS UNWS THE

CATEGORY OF IMPLE_NTATION.

TO AVOID THIS FAILURE;

-0EFINE YOUR NEEDS ANO EXPECTATIONS.

-SATISFY YOUIIIEI.F THAT _ 9_FINITIONS FIT REALITY.

THIS IS THE PIASTER DATA BADE FOR THE |IITELLAT ¥l _ITDIIIIA FMIq,

PLASTER CONFIOUUTIOIt CONTROL IS A STEOIlG _D$ CIPAIILITY,

IF IT IS TO DE N_NTH ITS EFFOItT, THIS pROCESS NEGUINES AIIIVANCE

PLANNING /dCD ANTICIPATION OF Ip_EEIIL| _TAIL _F.NI, 01ETAIL

PI_OCEDURE AND OPERATOR CONVENTIONS HEED TO JS ESTADLISHED.

li COIq'qITIIENT TO IqAINTAIE THE IqASTEII FILE IS ALSO NEGUINED.

L ............... J

IMPLEMENTATION

Master
Con| ii_uration
Control
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_q0NG THE DISCIPLINES, DISTNTILrTING THE BASE LINE MASTER BECOMES

A MAJOR TAlK INA PmOIRNq LIKE |NTELSAT VT,

A LITTLE ADVANCE pLANNING AND C_D$ CAN PROVIDE VIRTU_4J,=Y ANy

KSIRE n INFORMATION,

SNONN IS AN IqUMqF_E OF ONE TYIW£ OF INFOI_qATtON FoIWq, THIS OUE

KEQUlRES TAG N,NqE FL,ANHINE,

IMPLEMENTATION
Coordination Information

I I

RE IP2
*z
• , RL ZP_

P- CL3.

• _ RL mA

RL3PI *x
RL_P__

I l ............. "1

: HUGHES
L................ ;

_._.---_._,-,_ ..

_,.j_... ..,,,_, . ..

_.' _jT,=,_..v'=......

_-.s,.._,,,-" _._,_ ;_t"`o

THIS IS A COMImONINT LIIRAIIY PART IN A VI|ISLE FCkqMAT.

LIImARY PARTS TAKE A LOT OF PLAJINING -- INCLUDING NAMING JUID

L_YEKING ¢ONVEIqTIDN| -- DISK IqANAGEIqENT AND TAPE IkkCK UP --

AXIS AND OHIilH POSITION -o NeD BEA_IIIG IIIFOR_ATIOII.

TNE EFFECTIVE IENEFIT FOR THE NEXT PRO_Rd/q IS DREAT.

THE BENEFIT TO THE CURRENT PIIOORAN IS ADEgUATE TO JUSTIFY THE

TIRE.

IMPLEMENTATION I
Part Li brary- Vi si bl e i-_Hi;S]'............. J

SI._-ASSEI_LY L|_RARY PARTS, LIKE THIS ONE_ CMi _E VERY EFFECTIVE

ON THE CURRENT PROGRN_.

INTELSAT VI TAKES T_O OF THESE. BUT THEY ME DOTH DIFFERENT -°

EXCEPT THE SUPPORT IS COl_v_K,

TO THE CO_V_O# STRUCTURE I$ RUTOI_AIICALLV U_DATED 1# DOTH

SUS-ASSEM|LIES,

AT THIS POINT. RFJ_[HSER THE MOCK-UP SLIDES,

THIS SUE-ASSEMBLY IS A SPOT BEAN ANTENNA AND WAS USED IN

NUMEROUS POSITIONS.

ALL THOSE POSITIONS SHO_N IN THE FULL DATA BASE WERE

ACCOMPLISHED IN ONLY A FEW MINUTES IY RAXlPULATING ONLY

ONE DATA BASE ENTITY "" THIS PART,

IMPLEMENTATION I

RIGHT SI_ _ _W__

I_rEf.BAT Vl _ A FAIRLY ¢OIAPLEK BEFLO_IIlF.IIT IE(KIIlICE,

THE I_ALL _loqJ_r OF CJ_D$ NIIIqATION NE N,qYl DONE LO01_I

LIHE KINEIqATI¢ EFFECTIVENESS KILL IE _LL k_RTH THE

EFFORT]

AT T_IB POIMT, IITTIIG IT UP SEEMS A SIT llDIO_, k_

COMPARED TO FUUqUAL KIBI_TIC LAYOUT_ -- IT'S A "IHE[ll|"

LOOKING IACK,SOFT_ANE BEVILOFqq[NT, OYIE TNE PANT _ YEANI -*

THIS CAFAIlLITY IS SOUND TO I_OVE AS USE NPAIDI IT!

IMPLEMENTATION I
K i ne mate cs i-Hu'a-MES'i

L...............

I I II I

VIDEO

Ani maLEon
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STRESS ANALYSIS IS A mH]GH IMPACT" DISCIPLINE ON DIESIGN

-" FRGq COIIFIGUAATIOR -" TD "° DETAIL I)_$1GII, A PNIT

MUST !_ DESIr_ED FOR A LO_ SET,

GOOD D($1GN LOADS ARE #EE_D EARLY IN TRE I_SIGN

CYCL[ -- RUT USUALLY TRAIL DECAUSE LOADS ARE ALIO

I_S[D ON THE _SIGN CONFIGURATIOI_.

_IN FRN_ CORPI_ER AICALYSIS OF LOADS $UCH AS NASTPJ_

ARE USED F0I TICESE CONPUTATIONS, A FIMIT£ ELF_IEIfl'

MODEL OF THE CONFIGUR_TIOI4 IS FIRST REOUIR[D "* AND

ITS ¢R[ATIOI¢ IS I_IER[ THE TIM( LAG OCCURS,

CADI)S FFJ_ CNI PROVI_ THIS "UP FRONT" SOLUTION "" IF

IT IS INDI.fJ_RTED,

_RIIDIll Till [P!_[L'lrlyIllflIll FACTOll All A IIII.TIPLI[II

*_ aTOP PRQ_)CT" PERIIIL UIII I AT A IIACTO_ OF

5, ARE _ 15 "TOP PRODt_T" PERIORNELI

TNIE NIEF.D TO RIEDI_E THE CADD$ OPERATOR II_RK I_IIC:E II RIlICll

IY TIll ¢_UIFNIATOR,

01_ CAN STILl. K EDIJAL TO CI_E,

OuR _LV RE_ _V INDULD S[ TMII _ OF 0II0_ll

IMPLEMENTATION I _..............
Finite Element Modelini_ IHUGH(¢"

This topic worthy of a paper

• TIMELY DESIGN LOADS NEEDED

• CADDS FEM provides solution

C_D_ OPENS TH[ DOQit TO MEI_ PDODUCTS -* PRODUCTS THAT ARE NOT

OTHllI_ 1SE FEAIAII ;,

IlIll PIIO_I¢Tll _) C011VE;IT TO I_ll JOli -- JOIll THAT flQULD OTHER_IX

NOT [RIIT J

kCAUDE CA_S ram DO IO mJCH -- AT SUCH A RAPID PACE *- IT IK4OUI_

NOT li[ CO,reARED TO MANUAL. YET, C.JL_$ AND RAhV_L CAN D( RUTUALLY

SUPPORT I rE,

|Y USING SQFIE OF _ EXISTING CAPABILITY, ITS IFFECTIYRNEli

FAL_rOll EXCEEDS A NEARINDFUI. VALUIE_

CONCLUSIONS I

• Multiplied productivity

I = 5

• Stabilize personnel no.
Peak and Valley

i CAN ALSO = I

• The OBSOLETE will not
tame

THE DRAGON

I UR[ "TAR[* _lo_I -- _u_ llI,Z T_I O_II|

SO, l IllU. IX) I_ BElT TO PREY[fiT PlY Ca_PAIIY

F_ alI_ ......... I_XTI I ! !

_-i_'U_i_-F:_;

CONCLUSIONS
I [..............q

: HUGHES :

• NEW products possible usinR CADDS

• NEW jobs Renerated for all skills

• MAJOR effectiveness factor is

BEYOND MANUAL COMPARISON

r..............

! HUGHES !

i

SOMETIMES
THE DRAGON

WINS
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IMPROVED PRODUCTS

THROUGH INTEGRATION OF
DESIGN AND ANALYSIS:

FINITE ELEMENT MODELING
AS AN EXAMPLE

• Interactive Computer Graphics

• Engineering Analysis Computing

• Automated Manufacturing
• Integrated Data Bases

• Networking

Henry Jacobson

MCAD/CAM Applications Development

Boeing Aerospace Company

and

Philip H. Ness
Manager, MCAD/CAM Applications

Boeing Aerospace Company

OVERVIEW

The design and manufacturing process

involves the continuous flow of product
definition data through a series of
phases. In each phase, actions are

performed based on the product definition

data. Final product quality depends on
the accuracy of both the data and the
actions.

Computer Aided Engineering/Computer

Aided Manufacturing (CAD/CAM) seeks to
improve the accuracy and timeliness of

the information flow, in order to

facilitate the correct performance of the
many actions that are required to create

a product. Within the total process,
there are constant iterations between the

following:

DESIGN - D ANALYSIS OF
LAYOUT THE DESIGN

MODEL) MODEL)

PRODUCTION OF

THE DESIGN

(PHYSICAL

MODEL)

To support the iterations between these

functional activities with computer

systems requires the following capabili-
ties:

Application capability must exist to
progressively capture data so that each

step in the process builds to the next.

The functions illustrated above require
careful analysis of the levels of

application integration and the required

data sharing between disciplines and
organizations.

Four levels of integration are identi-
fied:

I. Integration between engineering des-

ign and engineering analysis disciplines.

2. Integration between engineering
design and production.

3. Integration of standard process
specifications, material, tooling data,

properties data for computer simula-
tions/emulations of hardware.

4. Integration of computer based
planning and control information with

other three levels to provide

configuration control from engineering
release through fabrication, test and
delivery.

The productivity and quality improve-
ments obtainable with integrated

computer systems are:

I. More accurate designs.

2. Reduction in the effort to create

and maintain product definition.

3. Reduction in the effort required

to gather data for analysis.

4. Earlier identification and elimina-

tion of design errors before they are

propagated downstream to Manufacturing.
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5. Reduction in manualbookkeeping.

6. Reduction in design and manufacturing
flow times.

7. Leveraging of previous designs,
reducing the required skill levels.

The remainder of this paper is confined
to a description of the factors involved
in achieving integration betweenengin-
eering design and engineering analysis
disciplines.

TRADITIONAL ENGINEERING PROCESS FLOW

In order to derive the improved quality
and productivity benefits from the

integration of engineering design and

analysis, it is necessary to examine
the factors in the current process that

require improvement. Figure 1 illus-

trates the current design process from
the point at which a design specification

is complete. The engineering design
functions are depicted by rectangles and

the engineering analysis functions are

depicted by hexagons in Figure 1. Design
engineers prepare preliminary layouts;

design analysts then review the geometry
for size and shape compliance with the

design specification. When the layout

is complete, detail design proceeds; the
detail design is then analyzed for
structural integrity and validated against

the design specification. Formal drawings
are then released to Manufacturing. The

use of computers to improve the upstream

functions of conceptual design and
configuration sizing is beyond the scope
of this article.

The design process is serial and iterative.
This is to be expectedbecause a design
has to be created before it can be

analyzed; the analysis may then require

modifications to the design. In medium

to large scale engineering projects, the
design and analysis functions are pur-

posely separated to provide a "check and

balance" system. The purpose of this

"check and balance" system is to yield
a more satisfactory product than is

possible without this separation of

functions. Unfortunately, in practice,
several factors often prevent this

division of labor from yielding the
desired result of a more reliable,

higher quality product.

In the traditional design process, time

lags occur between layout or design
completion and analysis completion.

These time lags cause great difficulty

in coordinating a particular design
version and balancing the workloads and

manpower between the design and analysis
organizations. Even when computer

systems are used locally in each of the
design and analysis organizations,
respectively, maintaining coordination

of the current configuration between the

design organizations and the analysis
organizations is difficult at best.

As project costs and schedules impinge
on this inefficient process, the
situation becomes worse. Careful and

thorough design analyses are often
slighted, as is the incorporation of

required design changes. The conse-

quences are that errors and changes
must be corrected, at much greater cost,
in the downstream functions when the

physical model, or the final physical
product, is constructed. Such
"retrofit" corrections downstream

inevitably yield lower quality and less

reliable products than products engin-
eered properly in the first place.

DATA SHARING

The sharing of computer based data

between the engineering functions and
disciplines is clearly the most

effective way to correct the deficiencies

described in the traditional engineering
process flow, above. Data continuity

must be provided across the engineering
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functions of preliminary design, detail
design, and design analysis. Data

continuity must also be provided across

the engineering design analysis disci-

plines, such as structures, systems,
weights, propulsion, etc.

The selection of computer system applica-

tions that provide data continuity
between engineering functions and across

engineering disciplines then becomes of
paramount importance to obtain the

productivity and quality benefits that

can be obtained with computer data sharing.
A good application is charactefized by

its capability to integrate the design
using selected parameters to create both

geometry and analytic models from the
geometry.

Specifically, the analytical model will

be representative of the hardware and

will be easily interfaced to the geometric
model. The geometric model will be a

complete 3-D representation that is
usable for the fabrication of hardware.

The benefits will be to greatly reduce
the time and effort required to validate

the design within each engineering disci-
- pline.

Integrated applications are also character-

ized by providing for product design
iterations, product derivatives, and

customer mandated changes, based on
configuration controlled data models.
Some examples of applications that meet

the characteristic requirements are:

I. Finite Element Modeling.

2. Kinematics analysis of mechanical

linkage systems.

3. Clearance and interference checking.

4. Cable, wire, tube routing.

5. Assembly and installation fit
analysis.

The implementation of an integrated

Finite Element Modeling and Analysis

(FEMA) capability at the Boeing Aerospace

Company will be used as an example to
illustrate the specific factors involved

in evaluating an integrated application.

FINITE ELEMENT MODELING AND ANALYSIS

Finite Element Modeling and Analysis
(FEMA) has a wide scope of potential

applications in the engineering disci-

plines. The method may be used to
analyze a wide variety of problems in

structural mechanics, thermodynamics,
hydraulics, aerodynamics, etc. The
method provides a convenient and effect-

ive way to share data between functions

and disciplines to build analytical
models. Figure 2 i11ustrates the

integrated design process. System level

models may be constructed by the analy-
tical staff during the conceptual design
phase to establish performance parameters.

Designers may then refine the models to

meet functional situations during the
preliminary and detail design phases.

Finally, the analytical staff may
validate the design model against the

design specification by checking critical
areas of design. In the event that the
analytical staff determines deficiencies

in the design, they may build their own
detailed models from the shared geometry
database.

Finite Element Analysis is especially

effective for designing better quality
products in the following situations:

I. New designs, not typical of previous
generations.

2. New material being considered.

3. Significantly complicated part
shape.

4. Part size minimization.
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S. Severe design loads.

6. Deformation that is crucial to

function of the part.

7. Severe stress gradients expected in
critical area(s).

8. Industry requirements; e.g., nuclear.

FINITE ELEMENT MODELING PROCEDURE

The procedure illustrated in Figure 3
will relieve the design engineers and

analysts of the time-consuming laborious
tasks that have been associated with

building finite element models in the

past. The capability to use geometry
models resident on interactive graphic

systems with automatic "mesh" generation
software provides a tremendous productiv-
ity improvement potential in model
construction. Model construction time

can be reduced from weeks to hours.

Model accuracy can be markedly improved
with the immediate visualization

provided by interactive computer graphics.

The assembly of the complete input data
is facilitated by the computer generation
of accurate executive control data that

is automatically merged with the model

data. The Finite Element Analysis is

performed on the model, and the analysis
results of geometry displacements and

stress contours may be output to graphic

display stations and/or plotted on
hardcopy.

INTEGRATING FINITE ELEMENT MODELING AND

ANALYSIS

The current Finite Element Modeling
systems lack adequate capabilities in
several areas. User interfaces are not

friendly; designers and analysts who are

system operators must be expert not only
in their disciplines, but als-o in the

details, and often times workarounds of

the interactive computer graphics system
commands. In several Finite Element

Modeling systems, the basic geometry
database is not structured to be shared

between Engineering and Manufacturing.
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The current FEMA system setup and data

flow is illustrated in Figure 4. The
deficiencies are as described above.
The data transfer of the model for

analysis is accomplished by magnetic tape
which is, at best, inconvenient. The

executive control data must be input
manually and merged with the model data

after data transmission to the system

where the analysis will be performed.
The Finite Element Modeling commands

operation on the interactive graphics
systems requires the user to have

in-depth understanding of the command's
idiosyncrasies. Analysis results are

output on the analysis system

printers/plotters, which typically are
geographically removed from the user

graphics workstations.

The new FEM _ystem, illustrated on the
right side of Figure 4, corrects the

deficiencies cited above. Users guides
in the form of step-by-step "recipes"

are developed that relieve the designer

and/or analyst user from the requirement
to have in-depth FEM commands operation

knowledge.

Model data transmission is accomplished
by directly coupling the interactive

graphics system to the FEMA system via
communication links. Executive control

data is createJ and merged with the model

data before transmission to the analysis

system. Results from the analysis are
transmitted via the communications link

back to the graphics system. Displace-
ments and deformed geometry are then
displayed to the user on the interactive

graphics system display terminal. The

user may then modify the geometry, as
required, at the same workstation on

which both the geometry and the FEM model
are created.

When the analysis indicates that the

model meets performance requirements, the

geometry will be transmitted to
Manufacturing.



FEM EXAMPLES

Two models are presented. The first

model is of a valve (Figure 5). The
objective of the FEM analysis is to
determine the ratio of the stress in the

valve body to the valve nozzle. This
ratio is a constant and is a function of

the valve body diameter. The FEM model

for the valve, without grid points (there
are 870 grid points) is shown in Figure 6.

The second model is a strut fitting on a

propellant delivery tank (Figures 7 and
B). The strut is subjected to 2000 Ibs

tensile force. The strut fitting FEM

model is shown in Figure 9 and the "rod"
end is shown in Figure 10. Note that the
solid elements are used to model the

fitting, while 2D quadrilateral elements
are used for the rod end which has

constant thickness. The geometry dis-
placement results from the model analysis

of the strut fitting are shown in
Figure 11.
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AN ELECTRONIC DESIGN MANAGEMENT SYSTEM

Ray McCann

Prime Computer, Incorporated

AB STRACT SYSTEM PHILOSOPHY

EDMS TM, the Electronic Design Man-

agement System, is an advanced

CAE/CAD/CAM system developed to aid

engineers and engineering management

in the design of electronic products.

It provides design engineers with the

tools needed to translate their ideas

into hardware while giving management

the tools to control and monitor the

design process. EDMS has a consis-

tent, interactive environment that can

increase engineering productivity of

capturing, analyzing, physically

implementing, and controlling elec-

tronic designs. It has been proven in

a production environment and runs on a

computer which was developed using

EDMS.

The goal of EDMS is to provide engi-

neering and its management with a

totally integrated computer aided

system that can support the entire

electronic design cycle. Some of the

key attributes of the system are:

- management controls

- easy-to-use, interactive command

environment

- design analysis and error

checking tools

- centralized library control

- networking

INTRODUCTION

With electronic products becoming more

complex, and having increasingly

shorter llfe cycles, the demand for

engineering manpower is increasing

faster than the supply. The goal of

producing a reliable product on time

and within budget is in danger of

becoming unattainable. As a conse-

quence, engineering management must

stay well informed and in full control

of the product development cycle,

while the engineers must become more

productive. The solution is an

integrated CAE/CAD/CAM system that

provides program managers with the

necessary controls and the engineers

with the tools needed to progress from

design capture to manufacturing. One

such system is Prime's EDMS (Elec-

tronic Design Management System).

- integrated interfaces to key

third-party software

- system expandabllity

- technology independence

-.standardized documentation

(especially for the DoD)

- revlsion/release control

Unlike other systems that support only

one or two parts of the design cycle,

EDMS, in an effort to decrease product

development cost, has integrated in

one system all the tools necessary to

produce electronic products.
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EDMS SOFTWARE CONFIGURATION

EDMS consists of two modules, the

Design Management System (DMS) and the

Library Management System (LMS).

Based on Prime's DBMS, DMS (see Fig-

ure I) provides the interactive design

environment, third party interfaces,

and management controls necessary for

electronic product development. I.MS

(see Figure 2) provides the inter-
active environment needed to define

electronic components for use in the

design. LMS includes the ability to

automatically generate schematic

symbols conforming to corporate or

military standards directly from the

component definition, produces docu-
mentation in data book format (see

Figure 3), and provides the ability to

add data for simulation, routing, and

loading and power analysis.

MANAGEMENT CONTROLS

Many management controls are used

throughout the entire design cycle,

most of which are transparent to the

user. When a new development is

undertaken, a project leader is estab-

lished. This project leader controls

who has the privilege to access the
design data and the level of access:

DBA (data base administrator), edit,

or read only. The DBA privilege

allows the user to act as a project

leader, i.e., to set or change project

parameters, change the component

libraries used by the project, lock or

unlock a design, edit, and read the

design data base. Read privilege, as

the name implies, allows only viewing

of the data base. Those not given a

specific privilege have no access at
all.

Controls are also provided for manage-
ment of the component libraries. As

mentioned, project leaders alone
determine which libraries (DMS can

search multiple libraries) their

designers will be using, and they can

change these according to the dictates

of project requirements. For example,

at the start of a project, using a

prototype library may be suitable; but

as the project nears the production

stage, only libraries of fully quali-

fied parts are appropriate. Since all
DMS users access the same central

files of library data, all users of a

given library are guaranteed to be

getting the same information. For

those sites developing their own

libraries, the LMS program provides

management controls similar to those

provided by DMS. The library adminis-
trators can control who has what kind

of access (i.e., data base adminis-

trator, edit or read) for each library
they administer.

Another management feature is revision

control of the design. When a design

is ready for release to production,

DMS will set the revision level and

lock the data so that it cannot be

modified. If changes are required on

the released design, DMS will copy the

design data and automatically fable it

with a new revision. Editing can then
proceed on the new revision and the

updated design can be rereleased at
the new revision.

Designed into EDMS is a history of all

changes and an audit trail of all

design activity. Whenever a design is

modified, a record is automatically

stored recording a brief description

of the change, who made the change,
and the time and data. A user can

easily find out what changes have been

made to the design by using one of the

query commands. To provide further

control, the history of changes cannot

be altered in any way. In addition,

whenever DMS is invoked, a command log

is opened. This command log will cap-
ture the entire DMS session and store
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it in a format that can be loaded

directly into DMS. This log can be

very useful for automating engineering

change orders or to recreate any work
previously performed, and in fact

forms a complete record of all work
done on the schematic data base.

DESIGN CYCLE

To provide a better understanding of

EDMS, this section discusses the
stages of a typical design cycle using
EDMS (see Figure 4).

Design Capture

DMS provides two modes of interactive
design capture, graphical and non-

graphical, Both methods allow the
user to define, edit, and query the

design data base. The graphics editor
is a specialized interface designed to

capture electronic design data on a
schematic page. Using a menu of
commands, the engineer can add compo-
nents, symbols, text, interconnecting

lines, signal names, and labels in a
fast, consistent manner. Any group of
these items on the schematic can be

copied, moved, deleted, modified, mir-

rored, or rotated to give the designer
maxlm_m flexibility in an easy to use

interactive environment. The graphics

editor also features rubber banding,
optional orthogonality, horizontal or
vertical test, selectable text size
and justification, solid or dashed
lines, multiple grid sizes, and line

management to produce hlgh quality
schematics. While in graphics, the

user can query information which

resides in either the design data base

or the library. In addition, the

graphical data can be saved and used

to resume the process at a later

date. By requiring that this data be
verified before it can be stored in

the data base, EDMS guards against

drafting errors being stored in the

data base. The possible errors that

the verification process checks for

include: four-way junctions, unnamed

signal paths, conflicting signal names

on a node, unnamed components, and

multiple components with the same

name. (Note that if the user chooses,

component and signal names can be

automatically generated.) If an error

is detected, it will be highlighted on

the graphics screen so that the engi-

neer can pinpoint and correct it

easily. This process ensures the

integrity of the schematic before it
is stored in the data base. Once all

errors have been corrected, a command

may be issued to store the current
state of the schematic in the data

base. (Note that in the event of a

computer crash or program failure,

DBMS guarantees the integrity of this
data base.)

As stated earlier, design capture may

also be performed nongraphically. All

of the functionality available in the

graphics editor is available from an

alphanumeric terminal. Using the

commands provided by the interactive

environment, an engineer can com-

pletely design his circuit from a low

cost alphanumeric terminal in his

office (or home). Later, if the

engineer chooses, he can enter the

graphics editor and will be prompted

to place the schematic symbols on a

page until all the components have
been added.

Design Analysis

After the design is stored in the data

base, several design analysis func-

tions are available to help verify the

correctness of the design. Reports

easily generated include net list

errors, loading and fanout, and total

current usage and power dissipation.

F-187



Oncethe connectivity errors identi-
fied on the net list error reports

have been corrected, it is frequently

desirable to simulate the logical

behavior of the design. To facilitate

the simulation task, EDMS provides

interfaces to two very powerful

simulators.

Generally, the first phase in design

analysis is the check for net list
errors. The net list errors detected

include single pin nets, missing load

and source pins, illegal output pins

interconnected, open collector signals

missing pullup resistors, and signals

shorted to power or ground.

Loading analysis reports and loading

error lists can be easily extracted
from the design data base. The load-
ing analysis report shows the complet

loading information for a specific
slgnal or for all signals. The load-

ing error list shows all signals that
contain too many loads. Total power
dissipation and current can be calcu-
lated for either a page or for an

entire schematic. A fanout report for

each signal can also be obtained using
one slmple command. For each signal,

the report itemizes the number of
loads, the sources component type, and
the load component types.

For simulation, EDMS interfaces to

Prime's own hierarchical, interactive,

mixed-mode simulator. EDMS also pr_
rides a complete interface to TEGAS _'"
(available from COMSAT General Inte-

grated Systems), one of the most

widely used simulators. To use the

interface, the engineer simply types a

command at his terminal and the topo-

logical data needed for a TEGAS
simulation is automatically extracted

from the design data base. The simu-

lation can be run on either all or

part of a design. Since TEGAS and

EDMS run on the same CPU, the TEGAS

simulation can be performed as a back-

ground task. Alternatively, the TEGAS

TDL file may be transferred to another

system to run the simulation.

Hardware Implementation

DMS supports three types of physical

design: wrapped-wire, printed circuit

board, or integrated circuit, either

directly or through interfaces to
thlrd-party software. For prototype

development, DMS has incorporated a
wrapped-wire module with special pro-

cessing to handle ECL logic. Having
the ability to store assignment and

placement information, DMS has
incorporated commands to assign gates

to packages and place the packages on
the board. As each gate is assigned
to a package, the corresponding anno-
tation is added to the schematic

diagram. For example, the pin numbers
tht indicate the position of the gates

within the package will be automati-

cally added to the schematic. In
addition, the name of the gate will be

changed to reflect the package name.
The wrapped-wlre features include

automatic generation of power and
ground etch cuts and/or Jumpers, mini-
mization of the total wire length and
automatic selection of termination

resistors if the board contains ECL

logic. During the debug mode, the

engineer will likely change, delete,
or add signals or gates. The wrapped-
wire routine includes a rewire command

that will update only those signals or
gates requiring changes. Complete,

consistency with the schematic is
maintained throughout the debug/cor-

rection process (i.e., any changes to

the signals or gates will automati-

cally be reflected in the schematic).

For printed circuit board (PCB) place-

ment and routing, EDMST_nterfaces to
two programs, SCICARDS _ (from Scien-
tific Calculatlons, Inc.) and PRANCE TM
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(from AutomatedSystems, Inc.). All
design data neededto drive these pro-
grams is easily exttracted using one
simple command. The SCICARDS user
need not maintain a SCICARDS component

library, since EDMS will supply all of

the component library information from

the EDMS library. This alone will

save time, money, and the frustration

trying to synchronize two libraries.

At the completion of the placement and

routing process, the data base of

schematic pages can be back-annotated

to reflect logic changes, gate and pin

swaps, and assignment and placement

changes. No manual intervention is

needed; and, therefore, a consistent

and reliable design data base is
maintained.

EDMS provides interfaces to both gate

array and standard cell rout_rs. For
gate array routing, MERLYN-G M (pro-

vided by VR Information Systems) is

used. With one caommand, all of the

design data required by the MERLYN-G
preprocessor is generated in proper
format. MERLYN-G can then be executed

on the same CPU as EDMS, or the input
data could be transmitted to another

system for processing.

The MP2D (Multi-Port Two-Dimensional)

Placement and Routing program, avail-

able from the U.S. Army, will perform

placement and routing of a standard

cell LSI chip. Using DMS to capture

the chip design permits easy extrac-

tion of the design data needed for

input to the MP2D program. Commands

to add row, order, and weight param-

eters to the design have been

implemented. In keeping with the con-

cept of a totally integrated system,
MP2D will run on the same system as

EDMS.

Draf tin_/Documentation

In the design cycle described above,

it is apparent that the efforts of the

drafting department can be mini-

mized. Using a military standard

symbol library means the schematics

produced by DMS are of high quallty

and meet DoD specifications. Since

the graphical information is automati-

cally updated as changes are made to

the design, iterative loops through

the drafting department are not longer

necessary.

EDMS supports a wide range of report

and plotting capabilities. All

reports may be listed to either an

alphanumerical terminal, a file, or a

printer. The reports include bills of

material, net lists, gate equivalence

counts, library data, and board

geometry data. EDMS also supports
user-supplled formats allowing certain
reports to be tailored to meet spe-

cific company needs. Plots may be
extracted from the data base, using
either an alphanumeric or graphics
terminal. Plotting schematics may be

done on a per page basis or for sev-
eral pages at once. Page cross
references can be added automatically,
if desired. Also available are

assembly plots which have proven to be
quite valuable. For example, if any
parts are placed in a forbidden zone
of the board or on top of another,

viewing the plots will make this

apparent.

EDMS IN PRODUCTION

At Prime, EDMS has been used in pro-

duction to produce its next generation

computers. In fact, with the
announcement of Prlme's newest com-

puter, the 2250, it is now possible to
run EDMS on a computer designed using

EDMS.
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As an EDMSBeta site, ITT/Avlonics

(see Figure 5 for ITT's system con-

figuration) began at ground zero and

reached their present production mode
in about nine months. In the last six

months they have released 24 printed
circuit boards of about 100 ICs per

board complexity and by the end of the

year expect to release 35 more. There
are presently I00 active designs in
the system, three of which are gate
arrays (4K-6K gates per chip) and

twelve thick-film hybrids (which will
expand to 40 by the end of the year).

At Hughes Aircraft, EDMS is being used
to produce high density printed cir-
cuit boards (see Figure 6 for Hughes'

system configuration). The PCB's
design uses less than I/2 square inch

per DIP. For example, they typically
fit 55 ICs on a single 5 x 5 board
using two signal layers. Notice, in
Figure 6, that EDMS is running on a
Prime 850 while networked to a Prime

750 running SCICARDS, NERLYN, and
other internal CAD software.

Auragen Systems Corp. in Fort Lee, New
Jersey, uses EDMS to produce both
wrapped wire and printed circuit
boards. The boards have up to 320 ICs

and over 2500 signal nets. Though a
new user, they already have used EDMS

to cut their product design cycle time
from 18 to 12 months.

Ford Aerospace and Communications Co.

has the most wlde-spread system con-
figuration (see Figure 7) of any of

our customer sites. Using Prlme's

networking capability, Ford performs

PCB routing on a Prime 550, corporate

library maintenance and electronic

design on a Prime 750 in Newport

Beach, California, and design work on

a second Prime 750 in Palo Alto, Call-
fornla. Ford also has two satellite

design centers in Houston, Texas and

Colorado Springs using CPUs in
California.

Conclusions

EDMS provides a consistent, technology
independent design environment to aid

engineering and management in the

production of reliable electronic

products in a timely manner. It has

improved the accuracy of design data

by eliminating inconsistencies between

logic diagrams and the design data

base. Numerous complex products can

be designed, analyzed, physically

implemented, and controlled using one

or a multiple of systems. EDMS's
management controls, history records,

revision controls, and central library
make it more sultable for control of

design data than a system of indepen-
dent satellite processors, where each

satellite has to manage its own
library and project management is done
manually across several satellites.

Lastly, EDMS has a proven record in

the development of electronic
products, ranging from aerospace
applications to the design of general-
purpose computers.

Footnotes:

Electronic Design Management System
and EDMS are trademarks of Prime

Computer, Inc.

MERLYN-G is a trademark of VR Infor-

mation Systems Corporation.

PRANCE is s trademark of Automated

Systems, Inc.

SCICARDS is s trademark of Scientific

Calcuatlons, Inc.

TEGAS-5 is a trademark of Comsat Gen-

eral Integrated Systems.
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TEST FAILURE TREND MANAGEMENT

an approach for identifying and preventing recurring flight

equipment failures and potential reliability risks

Arthur W. Ackerman, JR.

Ford Aerospace and Communications Corporation

INTRODUCTION

To minimize on-orbit failures or po-

tential reliability risks in complex

space programs, it is critical to

identify failure trends (repetitive

failures), resolve them and prevent

their recurrence during ground test-

ing. This task is difficult due to

the complexity and diversity of manu-

facturing and test operations for

satellites and the complexity of

satellites themselves. In facilities

where concurrent spacecraft programs

are in progress, failure communication

must be timely, and cross program

lines. This is especially true when

similar or identical equipment is

involved. Ultimately, the unforgiving

reality of a 22,500 mile orbit dic-

tates that all solutions to problems

are in place long before final count

down begins. Presented here is one

approach which has been developed to

deal with this task.

PREREQUISITES

The cornerstone of Test Failure Trend

Management is an aggressive, closed

loop failure reporting system. It is

frivolous to assume potential test

failure trends can be identified and

corrected if all of the pieces of the

puzzle are not available for analy-

sis. To accomplish such closed loop

failure reporting, a detailed system

is required wherein test failure

reporting occurs religiously in every

prescribed situation, and test failure

reports are reviewed in a timely

manner.

At Ford Aerospace, on all space pro-

grams, formal failure reporting begins

at the first powered test of a module,

the lowest level of powered circuit

testing, and continues through all

levels of testing. The Quality Assu-

rance Organization is responsible for

the preparatlon and control of Test

Failure Reports (TFRs) and associated

Material Review Board (MRB) actions.

Reliability Assurance has Failure

Review Board (FRB) responsibility. In

support of the FRB function, TFRs ini-

tiated by the MRB are continuously

forwarded to a central Reliability

Assurance group which reviews the MRB

actions both while ongoing and as they
are completed.

Each TFR contains as a minimum four

essential elements: problem specific

information and a three-part narrative

section consisting of a detailed

description or statement of the test

problem, the cause of the problem, and
the corrective action taken.

o Problem specific information

is identifying data. It

includes such data items as

the part number/serial number

of the item under test, the

failure date, the test envi-

ronment, the level of testing,

related TFR numbers, failure

analysis report numbers, and

the part and serial numbers of

parts or equipment which have

failed or are suspect.



Included in the problem speci-
fic information are two fail-
ure cause codes which will
subsequently be discussed in
detail.

o The statement of the test pro-
blem includes the Identiflca-
tlon of the applicable test
procedure and a complete
description of all nonconfor-
mances noted during the con-
duct of the test.

o The cause of the test problem
parallels the statement of the
problem and provides a speci-
flc cause for each nonconfor-
mancenoted.

o The corrective action portion
of the TFR details the cor-
rective action for each of the
problems identlfled and pro-
vides the ultimate disposition
of the Item under test and any
further actions required con-
cernlng parts or equipment
which have been removed and
replaced. If equipment is
spun off on a separate TFR for
further evaluation or rework,
that action and the appropri-
ate TFR number(s) are noted.
If failure analysis of parts
is required, such direction
and the Failure Analysis
Report numberare also noted.

FAILUREREVIEW ANDANALYSIS

The Rellablllty/Fallure Review Board

function associated wlth powered test

failures is twofold. First, Rell-

ability enters the TFR data in a com-

puterized Failure Summary Report (FSR)

in the four-element format identified

above. Each TFR reported is segrega-

ted by space program, assigned a Fail-

ure Review Board problem number, and

summarized as part of a discrete space

program Failure Summary Report. Fail-

ure Review Boards are then convened

monthly to review completed and on-

going MRB actions. At Ford Aerospace,

the Failure Review Board is chaired by

the Reliability Organization and con-

sists of members from Quality Assur-

ance, Engineering, Manufacturing,

Parts Englneerlng, the Customer, and

the applicable Program Office. Deslg-

nated manufacturing, design and test

englneers also participate on an as-

required basis. On a problem-by-

problem basis, the function of the

Failure Review Board is to ensure that

the individual test failure is fully

described, that failure causes have

been Identlfied in detail, and that

corrective action is adequate to cor-

rect the failure and prevent its

recurrence on the same or similar

equipment. The Failure Revlew Board

routinely conducts additional lnqulr-

les and assigns action items in sltua-

tlons when further Information is

required to resolve all lssues prior
to closure of a Failure Review Board

problem.

The second Reliabillty/Fallure Review

Board function is the Identlflcatlon

of potential failure trends. The

Failure Review Board Failure Summary

Reports provide the data base which

makes this function possible. To put

thls task in perspective, on several

active space programs lnvolvlng many

satellites, it is not unusual to main-

tain a data base of thousands of Fail-

ure Review Board Problems. Consider-

ing problem specific information only,

this results in a significant number

of data entries relevant to powered

test failures. The narrative portions

of Failure Review Board Problems in

such a data base, with supporting

documents and reports, comprise tens

of thousands of pages of highly tech-

nical and somewhat cryptic reading

material. As a result of the volume

of Information available, the manage-

ment of data becomes paramount. As

effective failure trend analysis

requires the availability of every key
element of data in a retrievable

condition for review, this voluminous

data must be manipulated to separate

essential information required to

identify failure trends.
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MANAGING TEST FAILURE DATA TO ACCOM-

PLISH FAILURE TREND ANALYSIS

The problem specific information asso-

ciated with each reported test failure

Is in most cases a listing of hard

data elements which are not subject to

interpretation. The part numbers,

dates, report numbers, environments,

tests, and equipment levels are fixed

factors which only require accurate

description. As such, these data

items are ideal for computer applica-

tion and permit unlimited comparison,

correlation and sorting. These data

are typically listed on the TFR and

can be entered directly from reported

information. The narrative portions

of the Failure Summary Report, how-

ever, are nonstructured in a computer

sense and require review, analysis and

interpretation. An example of a

Failure Review Board Problem is shown

in Table i.

To maximize existing computer capabi-

lities and minimize labor-intenslve

problem searches, a simple test fail-

ure cause code system was developed.

This system summarizes the cause of

each test failure into two descriptive

cause codes which are written in

English. These codes provide a dedi-

cated description of the nature of the

failure cause, understandable without

prior reference to either the narra-

tive portion of the Failure Review

Board Problem or to a cryptic code

book. The codes consist typically of

an adjective and a noun. The codes,

in conjunction with selected problem

specific information, provide data

inputs which can be queried to produce

reports containing abbreviated sum-

maries of Information pertinent to

potential failure trends. The reports

contain sufficient references to per-

mit further analysis as required.

To minimize the number of variables

listed as outputs on a Failure Trend

Analysis Report, software was designed

to control variables during input so

that multiple factors or conditions do

not require printout. These factors

are assumed to be present, consistent

with the structure of the Inquiry to

the computer. Table 2 is a listing of

all the problem specific data points

which can be interactive in the compu-

terized Failure Trend Analysis.

Shown in Table 3 are the variables

which are used in the actual inquiry

process. The inquiry is conducted via

a remote video computer terminal,

linked to a central computer which

stores all the problem specific data

on all space programs. Inquiries can

be performed on a program specific or

a cross program basis. The system

uses a match code logic on an equals/

less than/greater than basis. For

example, inquiries concerning failures

which occur at the satellite level

during thermal vacuum testing receive

an inquiry such as: FL (failure

level) = Satellite and EN (environ-

ment) = T/V. Such a simple inquiry

identifies and lists all failures in

that specific combination of cate-

gories. The less than/greater func-

tion is typically used to specify time

periods.

This same inquiry for failures occur-

ring in 1982 only is entered as FL =

Satellite, and EN - T/V, and FD (fail-

ure date) > 811231, and FD <

830101. A further refinement to limit

the output of failures concerning a

single part number is queried as FL -

satellite, and EN = T/V, and FD >

811231, and FD < 830101, and PN (part

number) - 523100. Additional para-

meters common to all inquiries can be

continued to be added using the "and"

function and the desired codes for

failure level, failure source, program

code, etc. Inquiries concerning the

same parameters but for different part

number or other variables are queried

by using an "or" function. This per-

mits entering up to a total of 99
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potential parameters in a single

inquiry.

The output is available in four sepa-

rate sort configurations or any combi-

nation of the four. The four sort

parameters are: FRB problem number

sequence, part number sequence, fall

date sequence, and failure cause code

sequence. The inquiry and sort para-

meters can be manipulated to provide

both limited statistical analysis or a

preferred output format. This feature

aids in the identification of the

failure trend if It exists.

EXAMPLE PROBLEM SOLVING

As an example, consider a hypothetical

case which involves the latent failure

of a thick film ceramic substrate at

various levels of test. Furthermore,

assume that this failure is caused by

cracking of the substrate in various

locations resulting In an electrical

anomaly or failure during test.

Additionally, assume that the design

and application of this substrate is

similar for five other separate sub-

strates used in five different RF car-

riers. Finally assume that failures

of all six substrates have occurred

sporadically in time over various

environments,, levels of testing and

space programs, resulting in a failure

of the next higher assembly of the

substrate.

As previously mentioned, a normal

function of Reliability is to conduct

failure trend analysis as an ongoing

action. Unusual failures typically

receive increased attention. For

example, it would be unusual to detect

a receiver failure due to a cracked

substrate in a lower level RF carrier

during satellite level thermal vacuum

testing. Both the carrier and the

entire receiver complete several iter-

ations of powered monitored vibration

and extended periods of powered

monitored temperature and thermal

vacuum cycles at lower levels of

testing.

For this hypothetical example, the

start point for a failure trend

inquiry is to input the part number of

the failed suhstrate in the computer

to determine if other failures of that

substrate have occurred. This infor-

mation is available at the video

terminal in a matter of minutes and is

displayed both quantitatively and with

a descriptive format as shown in Table

4. Note that "cracked substrate" is

displayed as the failure cause. In

addition, pertinent information, such

as the failed date, the next higher

assembly or assemblies and reference

document numbers, is also shown.

Once it has been established that

previous failures have occurred, the

next phase of the inquiry Is to deter-

mine at what levels of hardware these

failures occurred and under what envi-

ronments. Inquiry inputs can be

entered in several ways; however,

typically the computer is instructed

to identify failures occurring at the

satellite, system, component, tray or

module level. This inquiry redistri-

butes the same data quantitatively as

shown in Table 5. The descriptive

portion of the report, not shown,
remains the same as shown in Table 4.

Information shown in Table 5 shows

that this failure occurred twice

during satellite level testing, once

at the communications module (system)

level of testing, and three times at

the receiver (component) level of

testing. No failures are recorded at

the tray or module level of testing.

Such data suggests that this is a

failure trend requiring further atten-

tion. An additional inquiry, not

shown, distributes these failures over

various environments to determine what

effect if any environmental testing

plays in the cause or discovery of the

failure. To simplify the remaining

processes, which involve further

investigation and coordination, assume
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that the final outcomeof this problem
was the determination that the sub-
strate mounting strategy was inade-
quate. Further investigation revealed
that the failure was induced during
powered vibration at the receiver and

satellite levels. In all cases this

failure was not detected during that

test and sometimes was not discovered

until subsequent thermal vacuum

testing. Such a finding would result

in a design change to the substrate

mounting strategy.

Concurrent with the first failure

trend analysis, it would be typical to

investigate cracked substrates as a

generic problem. A Failure Trend

Analysis Report, sorted by failed part

number, would disclose repetitive

failures of different part number sub-

strates experiencing similar failures

individually or collectively. This

inquiry is initiated by inquiring by

the cause code (cracked substrate) and

failure source code (substrate). Sub-

strates identified as repetitive fail-

ures would he investigated in a simi-

lar manner. This would identify the

five other hypothetical substrates

similar in design to the first

example. These design defects would

also be corrected. Another possible

scenarlo which is typical is that the

potential defect in all six substrates

would be addressed as a logical off-

shoot during the ensuing engineering

investigation resulting from the

failure of the first example substrate.

continuously updated via on-line video

computer terminals linked to a central

computer, the Failure Trend Analysis

System remains as current as the data

which is entered. Arduous searches

through data which took days and even

weeks with earlier manual systems are

possible in a few minutes from the

time the inquiry is entered. Human

errors and omissions are minimized due

to the increased accuracy achieved by

use of the computer. Data inputs to

the Failure Summary Report are care-

fully reviewed for accuracy during

normal Failure Review Board func-

tions. Obviously, the accuracy of the
data entries is essential to success-

ful operation of the computerized

Failure Trend Analysis System.

Periodic reports of failures by cause

code permit previously undetected

failure trends to become more visi-

ble. Routine inquiries concerning

particular environmental test failures

or other parameters may often disclose

an unforeseen failure trend. The

ability to manipulate inquiry para-

meters has proved to be extremely
effective in both the identification

of the failure trend as well as the

determination of test parameters which

contribute toward the identification

of the failure. Ultimately, the Fail-

ure Trend Analysis System provides an

aid to the identification and cor-

rection of potentlal failures and

reliability risks while someone can

still reach out and touch them.

CONCLUSIONS

The extensive data base contained in

the Failure Summary Report Problem

Specific Information, coupled with the

consistent and concise cause codes

assigned to each Failure Review Board

Problem, permit rapid identification

of potential failure trends and

greatly assist failure trend identifi-

cation and resolution of conditions

which may cause ground test failures,

potential reliability concerns, or
on-orblt failures. As the Failure

Summary Report data base is
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TABLE2

_CTIVE FAII//RETRENDDATA

PRCGRAMC_E-_P_CAB_ _A_ PROGRAMC_E

ASSEMBLYPART#/SERIAL#

SUBASSEMBLYPART#' S/S_/AL #' S

FAIIID PART#'S/SI_RIAL#'S

FAIL DATE

TEST_qVIRCIqMIR%_

TESTLEVEL

LEVELOFFAII]JRE

LEVELOFFAII/JRESCURCE

# OFDAYSTFRIS "OPEN"

(SEE NOTE 1)

(SEE MarE I)

(SEE NOTE 1)

- (DATE FAII//RE _)

- (VIBRATIGN, AMBI_lqT, _ VACUUM,

TH_H_ATJRE CYCLE, ETC.)

- (I.E. IN PROCESS, INTEL-_ATICN, QUAL-

IFICATICN, ACCEPTANCE TESTING)

- (lEVEL OF TESTING AT WHICH FAII//RE

IS DET_L'T_D)

- (LEVEL OF EQUI_ WHERE CAUSE OF

FAILURE IS F(IrND)

- (EI.APSED TIME IN DAYS FRC_4 THE DATE

OF FAIITJRE UNTIL MRB ACTICNS ARE

CS_PLEn_)

- (I.E. CRACKED, _ED, MISWIRED, EI_..)

- (I.E. SUBSTRATE, TRANSISTOR, DICDE, ETC.)

FAII//RE CAUSE CODE 1

FAII//RE CAUSE CODE 2

NOTE i:

Any part number typically has a base part number, an option number and a serial

number. Entry of the base part number only will identify all problems for that

base number, all of its available options and all serial numbers. Entry of the

base & option number will find only that option number and all serial numbers of

that option. Entry of of base, option, and a serial number will identify all

failures of that particular unit.
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TABLE 4

DESIGN SUPPORT RELIABILITY _ ANALYSIS REPORT DATE 05-05-83 PAGE 1

PROBLI_ NBR TFR NBR TP PART NBR CAUSE CODE 1 CAUSE CODE 2 YR FAR NBR

. q'HIS IS A ST]MMARY REPORT OF FRS09 FOR 05/05/83

* OF 644 OPeN PROBLEMS AND .

* 8056 HISTORICAL PRO_, THIRE WERE .

* 6 PROBLIMS S_, ( 0.07%), AND .

* 15 DETAIL RECORDS WERE P_. .

* 2 PARAMETER RECI)RDS _ SUBV[ITTED: .

* NO PARAMET£R C_IX]<ED SEI.-MIX_ %-S_ TOT_ %-TOTAL .

* 01 PN = 282610-(3A 6 (100%) 6 (0.07%) .

* 02 SORT CC .

THIS IS THEDETAILFOR 05/05/83

XX010057 04985 AP 280000-02 0002 CRACKED SUBSTRATE 81

11610 FP 282610-(IA0014

SP 281200-02 0005

XX010215 11610 AP 280000-03 0003 CRACKED SUBSIRATE 82

04985 FP 282610-OA 0097

SP 281200-02 0070

XX030410 28242 AP 28100-04 0004 (_AC_<ED _TE 83

FP 282610-C_ 0066

SP 281200-02 0174

XX040148 19415 AP 281200-02 0017 C_AC_<ED _TE
FP 282610-QA 0033

80 L9327

XX040350 28044 AP 281200-02 0055 CRACKED SUBSTRATE

35369 FP 282610-_ 0045

82

XX050119 36235 AP 281300-01 0013 CRACklED SUBSTRATE

FP 282610-(A 0059

82
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TABLE5

DESI(_ SUPPORTRELIABILITY_ ANALYSISREPCRT DATE05-05-83 P2K_E1

PROBLI_NBR TFRNHR TPPARTNBR CAUSEOODE1 CAUSECODE2 YRFARNHR

, THIS IS A SL_MARY_ C_FRS09FCR05/05/83 *

, (IV 644 (]P_ PROBLH_SAND *
, 8056 HISTCRICALPROBLEMS.THEREWERE *
, 6 PROBLEMSS_. ( 0.07%). AND *
. 15 DETAIL_ WEREPRINTED *
, 9 PARAMETERRIKIIRDSWERESUBMITYED: *
, NOPARAMEYERCHECKED SEL-MIL__-S_ TOT_ _-qXIIY_ *
, 01 PN= 282610-CY% AND. 6 (100%) 6 ( 0.07%) *
, 02 CC= (IRACXED _ AND. 6 (100%) 6 ( 0.07_) *
, 03 FS= SUBSTRATE AND. 6 (100%) 6 ( 0.07%) *
, 04 FL = SATI_/_ITE CR. 2 { 0%) 166 ( 1.91%) *
, 05 FL = SYSTEM CR. 1 ( 0%) 42 ( 0.48%) *
, 06 FL = CC_K_TENT OR. 3 ( 0_) 713 (8.20%) *
, 07 FL = TRAY OR. 0 ( 0%) 76 ( 0.87%) *
, 08 FL = MC[X/LE ° 0 ( 0%) 1703 (19.58_) *

, 09 SORT *
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DESIGN ASSURANCE TECHNIQUES

PANEL DI SCUSSION

CONCLU SION S

This working group was conducted as a free-form discussion with the panelists

interacting both among themselves and the audience. The proceedings began

with a description of PDRs and CDRs. The remainder of the four-hour

discussions centered around these reviews, their usefulness, conduct,

preparation, audience, cost effectiveness, format, etc. The major findings of

this group can be summarized as follows:

I. Design Reviews (SRR, PDR, CDR) as defined by _L-STD-1521 and AFSD

directives are necessary and productive.

These reviews are management tools and do not work well in uncovering

design deficiencies.

. 95% of the efficiency of Reviews is accomplished in the preparation--

i.e., internal audits, dry runs, and "peer" reviews. These are the

effective tools in uncovering design de_iciences.

o The test equipment to test unit interface requires FEMA analysis to

establish test equipment failure modes which might damage flight

hardware under test. Test equipment design reviews should be required

to eliminate such failure modes.
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COMPUTER-AIDEDRELIABILITY
ESTIMATIONTECHNIQUES

FORFAULT-TOLERANTSYSTEMS

COMBINEDANALYTICSIMULATIVE
TECHNIQUE

Salvatore J. Bavuso
Fault Tolerant SystemsBranch
NASALangley ResearchCenter

Hampton,Virginia A mU tt(_
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M MALT[ICC_k_ILITY

OBJECTI_, _ A CAPABILITY TO ASSESSTHE RF.LIABILITY

ANY FAII_T TOLEliIMT DIGITAL CtOtlqJTE_lik5_

i_U/Olit6 TIlE SYSTEI_O:FEL'TSOF SOFTVME

The technique for performing

reliability assessments is based on

the utilization of an analytic

model which accounts for the long

time constants of l_ardware and/or

software failures and a simulative

model that tracks the short time

constants of system fault-handling

mechanisms. Together these models,

which are embodied in computer

programs, ma_e possible the

reliability assessment of large,

practical fault-tolerant systems.

The analytic capability is the

CARE III computer program that was

codeveloped by the Raytheon Company

and the Langley Research Center.

- StifLler, J. J., et al.:

CARE [[I Final Report Phase

I, Vols. 1 and 2. Raytheon

Co., SudDury, l_ss. NASA

CR-159122 and NASA

CR-159123, 1979.

- Stiffler, J. J., et al.:

CAKE Ill Phase II Report -

Mathematical Oescription.

Raytheon Co., Sudbury, Mass.

NASA CR-3566, 1982.

- Trivedi, K. S., et al.: A

Tutorial on the CARE i[I

Approach to Reliability

Modeling, Duke University,

Durham, N.C. NASA CR-3488,

1981.
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-Bavuso, S. J.: Advanced

Reliability Modeling of

Fault-Tolerant

Computer-Based Systems,

presented at NATO Advanced

Study Institute on

Electronic Systems

Effectiveness and Life Cycle

Testing, University of East

Anglia, Norwich, Norfolk,

UK, 19_2.

The GLOSS is the simulative

capability which provides CARE Iii

with stochastic fault-handling

data. The GLOSS concept was

demonstrated by application to the

CPO of an avionic processor. A

generalized GLO_S that provides a

user-friendly hardware description

language interface is currently

being developed. The GLOS_ was

codeveloped by the Bendix

Corporation, Teterboro, New Jersey,

and the Langley Research Center.

UG|S L 0_00 $$$15 $SSS$
I L 0 0 $ S $ S

i L 0 O $ $

I L 0 0 $$S$ $S$$
I Ul L 0 0 $ $
• I t 0 .0 S $ S $

MSU LLLLLLL 00000 S$SS$ SSSS|

- McGough, J. G., et al.:

Measurement of Fault Latency

in a Olgital Avionic

Miniprocessor, Bendix Co.,

Teterboro, N.J. NASA

CR-3462, 1981.

MIT LOGICSOFltM_SlMUI_(I(/I

A SIMULATIVEC_NIILITY

llZ_ UIEIC _ ilIIUTI_I

IWISS)

_em_to F_l OIUlClON

I_ ,1". , ,
i- llllll K$c.IIPTIH _AI_iN

iplkllli_l#,l 111 ill I.IIQi¢ lll_IIl.II

• inlll.sitII (:_lP_#lll, _ fll I IL411

__ _ llilii n.l(Cillll_mli
tillLIIli/liIIS (ltIClS iIMLTSl,
fRIl PlInTATI Ill

,.,. ,,,- ,,,- -r m,,_ lrilili.ilu ,l*l.,l,ui
iliK MIllll

-McGough, J. G., et al.:

Measurement of Fault Latency

in a Digital Avionic

Processor Part II, Bendix

Corp., Teterboro, N.J. NASA

CR-145371, 1983.

- Nagel, P.: Modeling of a

Latent Fault Detector in a

Digital System. NASA

CR-145371, 1978.

Bavuso, S. J., et al.:

Latent Fault Modeling and

Measurement Methodology for

Application to Digital

Flight Controls. Advanced

Flight Control Symposium,

USAF Academy, Colorado

Springs, Colo., August 1981.
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Our quest for achieving our

goal bega n circa 1973.

State-of-the-art reliability

evaluators were typical of CARE, a

Jet Propulsion Laboratory computer

program and TA_RA, Tabular System

Reliability ;malysis due to

Battelle Memorial Laboratories,

Columbus, Ohio. The Raytheon

Company at Sudbury, Massachusetts,

and Langley developed the CARE Ii

which provided a superset CARE

model with an extensive

fault-handling model. Langley was

also involved in the development of

CAST, Combined Analytic Simulative

Technique which provides the

current Langley modeling concept.

CAST was an Ultra Systems, Inc.,

Newport Beach, California, product;

and CAKSRA, Computer-Aided

Redundant System Reliability

Analysis, a spln-off from the

Boeing ARCS (Advanced

Reconfigurable Computer System)

study. Langley has also been

involved in numerous technology

development studies, some of which

are depicted by the boxes. The

result of this long-term

involvement has culminated in the

development of the CA_.E III.

PROBLE/'IS:

1, EVERYTHING |I_:_ORTMT WHENPF < 10-9

2, PROGRAMVERSATILITY VS. CONVENIENCE

AND EFFICIENCY

On our way toward developing

the specifications for the CARE

III, we found that for

ultrareliable systems certain

factors that previously were of

little interest to the reliability

analyst, now potentially have a

significant effect. An example of

this observation is the latent

(undetected) fault. We also

realized that even complex

assessment capabilities must be

user friendly - always a difficult

task for complex capabilities.
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In ul trareliable

fault-tolerant system_, the

inability of a system to achieve

perfect fault/error-handllng is

of ten me dominant system failure

cause. The major contributor of

diminished fault/error-handling is

often attributed to the latent

fault/error. The long-term

(latent) accumulation of

faults/errors poses a severe threat

to the system's ability to detect

and mask-ou t anomalies. The

modeling of fault/error-nandllng

adds a tremendous amount of

additlonal complexity to the

reliability assessment CasK.

The class of fault-tolerant

sys terns of most Interest nowadays

utilizes off-the-shelf processors

or computers. These systems rely

heavily on tlle ability of the

processors to detect system

faults/errors, to Identify the

fault/error to ",e smallest

reconfigurable unit, and to effect

recovery.

_7% _7\_

110£ PII[D_IlliAI[ CAL_ OF FAILt_ IN ULIUAI[LtA_

DIGITAL SYSTEJ_ HAS KEN SH_ TO D[ ATTItlI_'TT.D TO

FACTORS OT_It THN_ ILtltDWAPE $PAJ_ N:PLETI611.

COVERAGE - ITASiJII( OF S_TFJ'I'_ MILITY TO NIL[ FNIL11 '_

e FAIN.T DETECTION

• FAULT ISiOLATIOII

• iECONFIGAMTIOIq NQ fl£COWIrf

II_ FAIA.T - LMTJT FAULT

"_e increased complexity is

indicated by the number of

additional fault/error models that

must be cons Idered. Eac*t

ach in me above trees

resents a fauLt/error model.
Faults are hardware caused _ite

errors are caused by fault or by

software design aaomalles. I_tther

1"-2 10



may be permanent or appear

transient or intermittent. The

common plece-parts reliability

analysis is shown as a permanent

random hardware failure. POSSIBLE STOCHASTICROOEL|NGAPPROACHES

0

0

Ultrarellable fault-tolerant

systems increase the system

reliability by employing

redundancy, further compounding the

modeling task. A typical proposed

advanced reconfigurable flight

control system would utilize triple

voting of units shown above for the

sensors, processor-memories, and

actuator electronics. In t_is

example, the number of units

increased from 22 for a

nonredundant system to 64 for the

fault-tolerant architecture.

_l RARKOV(CAST, ARIES, CARSRA, SURF)

¢ C_BIHATORIAL _CARE, CARE It)

e KOL,MO6OROV(CA_E Ill)

Until recently, the

reliability analyst was forced to

compromise his analysis of such

large systems by either modeling

sections of the problem at a time

and/or ne had to make simplifying

assumptions to keep the size of the

reliability model tractable. The

difficulty in this approach is that

it is time consuming and difficult,

and perhaps more importantly, it is

prone to error and often

unrepr oduclble. Reliability models

for the advanced reconfigurabie

system example that included the

detail previously discussed would

require on the order of millions of

states in the Markov modeling

sense. For each state there exists

an ordinary differential equation.

Thus, a Markov model for this

system would require the solution

of millions of differential

equations - a task that is

expensive, if not impossible.
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The explosion in states can be

seen from a brief analysis of a

simple Markov model. Each circle

is a system state and is defined by

an n-tuple called $. Each n-tuple

contains component values that

describe a system state and

contains information about the

number of faults of each module

type (Pu' Mu' Bu, Gu)and, in this

example, only detection status (Pu'

MD, BD, GD). The S n-tuple is

described by S(P u, M u, Bu, Gu, PD'

MD, 8D, GD) , an 8-tuple.

Transitions from state to state are

shown by the arrows and are

determined by the module failure

and detection rates, and the number

of operational modules at a given

s rate.

In practical systems, the

number of different module types

would easily approach 22 as for the

advanced reconfigurable flight

control system previously

discussed. For each module, a set

of fault-handling components is

included in the n-tuple for each

type of failure, e.g., transient,

permanent p and intermittent. The

total number of n-tuple components

becomes very large. For example,

=q,.,.o.,.,.,.,.,, if the 22 stage system was coupled

so that failures across stages

could cause system failure and two

types of faults, permanent and

transient were considered where

each requires 3 states to describe

its stage fault-handling and each

stage could tolerate at most one

failure, the number of Ma _ov
states is greater than I0 ['. By

contrast, CARE III currently

supports 70 stages, 5 fault types,

6 states/fault-handling model, and

the number of failures a stage can

tolerate is a user defined

parameter. A test version of CAR_

I£I was expanded to 200 stages.

f_IIlll_t ITO{NAITIL HOK_II+ AfPIOACIIES

o HAIKOV(CAST,AIIl[8, UILSU, IIIF)

o C_IIUTIIIAL (_l[, CAN[ II)

o KILJIOINIIV (_AI[ Ilil

Aside from using the popular

Markov technique, two other

approaches come to mind: TOe

combinatorial method is the
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traditional piece-parts technique.
In applying this technique to a
fault-tolerant systemwith a
reasonable degree of complexity,
one soon learns, as in CAREII,
that the computational aspects
becomeunmanageableinvolving
nested integrals four or moredeep.
The Kolmogorovmethodin conjunc-
tion with a state aggregation
technique overcomesthe computa-
tional difficulties of both the
Markovand combinatorlal
techniques.

• STRUCI'URALMOILING

- I.AIIS[ STATESite -O I0 & (IIUII_V SI[JIS[)

- NOII-COFlSTNIIIIAZ./tRDRAI[S
- 51[H[I_L FAULTR[_H(OA/i_YI_ CA_ILIIY NO

5YSTE_ SIKC|$S (iliUM
- A FS'HCIIO(((X: COVERA54[
- S£FlSIflYITY ANALYSIS
o FAULTfOLEIUd(1SOFIVAItI[

• _ flOO£LIn6

- 11F£ KI'(NO[NT (OV_IW.E
- CO.It I_f FAUI.T _ Aim [l_KqiqC[llDfTfECItMIg_ _,,'

ISOLAI'OnSNO II((OV(RY SCHOqF.S)

- (OVUtAG( mOEL DFJ:IIO III _ f/_ILMI.,( OR _ lIJff
DATA

- LAT_T FAULTN_S
- INTEMITTi[NIlTFlNISIIUIT il_lOII Am _

• IlikTJIO IIA1'£DATA

- INTEMITTE:IfT/TMHSIfJIT F/KILTI_
- SCFlWJt[ DUlOIt nOOKL
- LATIUITFIIJI.T HOa).

Our long-term involvement and

study of reliability assessment

methodologies brought us to

conclude with the above

requirements. I'ii touch on the

not so obvious ones. The

requirement for nonconstant hazard

rates is in recognition that some

electronic devices exhibit such

failure rates and devices with

wear-out mechanisms common to

mechanical and hydraulic systems

also have nonconstant failure

rates. It's too early to tell if

software will follow the common

constant failure rate model;

however, a distribution such as

Weibull should have enough

generality to cover it in the event

it is not constant. The word

"coverage" is synonymous with

fault -handling.

• GENERAL-PURPOSERELIADILITY ANALYSIS AHO DESIGN TOOL fOR
FAULT-TOU[RANT SYSTEMS

• LARGER_)LJ(_TIC)NOF STATE SIZE

• FAULT-HANOLING MOOrt IMSDP (_1 PRORADILISTIC O[SCRIPTIOR
OF OLrTECTION. ISOLATION, ANO RECOVERy MECHANISMS

OVARIL"TY OF fAULT AM) ERROR MONI.S ISIATIGNARY ANO NON-
STAIIO_ RY I

.PERMAHOIT

.TRANSIENT

• INTERMiTtENT

• DESIGN fAULTS

• SOFIWARE LqRORS

• I,A1(NT FAULTS

0 US[R-4)II|EJrHOD IANOUAGE FOR OE3CRIDINO C_ SYSI1r.M
CIOtflGUIMTIGNS ANO SUCCESS CRITERIA (FAUU TRS[I

CARE ill was designed to meet

all of the previously stated goals;

however, the current version does

not have an automated sensitivity

analysis capability. Sensitivity

studies can be conducted with

multiple runs. Although CARE Ill

contains the framework to include

software modeling, a software error

model has not been selected for

CARE III. The user must fit his

software error models to the

Weibull error/fault occurrence

model. The flexibility of the

Weibull model should cover most

app iicat ions •
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Time dependentcoverage
alludes to the capability of
modeling the system reaction to
time varying faul t-handling
processes such as accounting for an

in terml ttent failure manifes tins

its benign state ("nealed" failure)

while errors generated during its

active state (failed manifestation)

propagate U_rough t11e system posing

a potential failure situation.

fARE I I I APPROACII

• DEFINE SYSTE}I STATE OflLY If! TERNS OF

NUI_ER OF EXISTING FAULTS

• INDEPENDEIITLYEVALUAIE TRArlSITiON PAP,AI'ETEILS

AS A F_ICTI_ OF DISTRIBUTiOM OF POSSIBLE

FAULT TYPES AND STATES

• _TEI_IXE RELIABILITY USIXG KOI._GOROV'S

FORWARDDIFFERENTIAL EOIJATiOtiS

• NUI_ER OF STATES DRASTICALLYREDUCEDj

I'P,MSITIOfl RATES NECESSARILY TIEE-i}EPENDENT

fault-handling model is evaluated

wiOlout regard to failure

occurrences. The results of the

fault-handling model evaluation are

then combined wir_% me

fault-occurrence model to produce

the desired reliability ou_puta.

The fault-occurrence model is

solved using Kolmogorov's forward

dif feren tial equa flung. The

golmogorov technique is used

because the state reduction process

discussed above necessarily

requires _e soiution of a

nonhomogenous ( time dependent

_ailure rates) Markov process.

N

• fiIfS • L_I _ I1_ mill f_|411Ji

o_ NgLlUIUJ OJ_g, lnt[_

illi_ ill_ _I118!

The ability of CARE III to

provide extensive fault-occurrence

and fault-handling models is

largely attributed to its ability

to cope with large s tare spaces and

is made possible by the observation

that the time constants associated

with fault-_ccurrence are on the
order of I0 hours while tne time

constants ot the fault-handling
model are on tile order of I0 -_

hour. This wide time separation

allows the fault-occurrence model

to be trea ted as Independent of 5he

fault-handling model. Thus, the

As a point of clarification,

in the popular Mar_ov me,hod, each

state contains information about

failure occurrences and

fault-handling, fault detection in

this example. CAKE III removes the

fault-handling information from the

state and defines a state only in

terms o_ the number of failed

units. In this chart, all the
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componentswith subscript "D"
vanish -clearly reducing the state
size.

lilt)l _ PlI'I _ I "\

1 1 /

I' _' TIM£ FROMIENI'RYTO STAT(A

• - lr1_I(FROMENTRYTO STAT(AT

AGGREGATED RELIABILITY MODEL

WITH x(t) - ix. i, (i) - I,

An illustration of how this

works can be seen by observing the

reliability model of a two-unit

system. States 0, I, and F are the

fault-occurrence states. The

states enclosed in the dashed lines

are the fault-handling states. The

two-unit model is a mixture of a

nonhomogenous and a semi-Markov

model which is the type of model

CARE IIi was designed to evaluate.

The model CARE Ill actually

evaluates is the aggregated

reliability model snown in the

lower chart. The aggregated model

is a nonhomogenous Markov model.

CARE iii approximates the mixed

process with a nonhomogenous Markov

process and can do so because of

the wide separation in time

constants in the fault-occurrence

and fault-handllng models. In the

aggregate model, the states are

strictly fault-occurrence states

(defines number of failed units).

The fault-handling model

information contained in the dashed

box of the two-unit system i6

mapped into the time varying

transition rate, a'(t). The

nonhomogenous aggregated Markov

model is solved using the

Koimogorov solution technique to

produce time varying probabilities

of being in states 0, I', and F,

rue failure state, over the desired

mission time.

Although the state reduction

wasn't too dramatic for this simple

example, in practical assessments,

state reductions of 6 orders of

magnitude nave been estimated.

CAKE II_ supports a single and a

double fault model. The double

fault model accounts for critically

coupled coexisting failures which

are user defined. The critically

coupled failures, when they exist,

are defined by certain combinatlons

of pairs of states in the single

fault model, e.g., two critically
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coupled units each in state A
will cause system failure. A
description of the single fault
modelcan be grasped by referring
to the figure of the reliability
model of a two-unit system.

Initially, the system is in
state 0 and has experiencedno
failures. Whena failure occurs,
the system enters state A, the
active latent state, given by the
arrival density, %(t). Depending
upon the nature of the failure,
i.e., permanenttransient,
intermittent, etc., the
fault-handllng modelwill be
defined differently. For example,
if the failure is intermittent,
%(t) would Dethe probability
density function (pdf) for the
arrival of an intermittent, and
states A and B define the
intermittent modelwhere _ and B
are constant transition rates into
and out of state B. Whenthe
system is in state 8, the benign
state, the failed unit appears to
have healed itself; i.e., the
manifestation of the failure, a

fault, vanishes. However, when the

failed manifestation is once again

resumed (the fault reappears), the

system enters state A where the

failure looks like a permanent

failure. It could be detected by a

self-test program with pdf _(t'),

and the system would enter state

A_, the active detected state.

G_ven that a spare exists, the

system will purge the faulty unit

and switch in the spare (dashed arc

to state I). Or while in the active

state, the fault could generate

errors with pdf P(t'). The system

then will enter the _, active
error state. The intermittent

failure could manifest its

intermittent state again so the

system would then enter state BE,
the benign error state.

Although the failure is benign,

the error may not be benign and may

cause system failure which is

denoted by the BE to F transition
[(I-c)E(T)J. The error detection

density is _(T), and I-C is the

proportion of errors from which the

system is unable to recover. While

in state B_, the error could be
detected an_ corrected. In this

event, the system enters state BD
(benign detected) by transition

c_(T). At this point, the system

may choose to do nothing further

with the detected and corrected

error and so move to the benign

state, or the system may choose to

reconfigure out the module

containing the error and,

therefore, move to state I.

The dashed arcs are instantaneous

transitions. The other transition

out of state A is to state F, the

single point f_ilure transition

[(I-c)E(T)]. This transition is

similar to the B to F transition.
E

In a well-designed fault-tolerant

system, ([-C)E(T) should be near

zero. If %(t) is the pdf for the

arrival of a transient, a would be

set to a value greater than zero

and B would be equal to zero. The

pdf %(t) for the arrival of a

permanent failure would be defined

so that _ = B = 0. The dashed

arc going from state A D to A
enables the analyst to Include the

effects of the system decision that

the detected fault which took the

system from state A tOAD was, in

fact, a transient. In this regard,

the system would not reconfigure

out a non-failed module. A

judicious choice of values for the

single-fault model affords the
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analyst a wide range of models. A

different fault model may be

assigned to each stage, or several

models may be assigned to a glven

stage to cover the e£fects of

different failure mechanisms such

as trauslents, intermittents, and

permanent failures.

The reader will note that the

reliability model has three

measures of time associated with it

which necessarily makes the model a

semi-MarKov process. This added

complexity is required because the

behavior of the system is dependent

on the onset of tile various

fault-behavior events.

CAKE Iii was designed to model

large ultrareliable replicated

systems incorporating digital

electronics. The CAKE _II

assessment process is depicted and

begins with an architectural

description of an ultrareliable

system. If that description is

based on a conceptual model of ti_e

sys tern, then CAK_ III is used as a

design tool; or, it the system is

well-defined, CAKE ill is utilized

as an analysis tool. in either

case, the analyst generates a set

of failure rates and probability

density functions for m_e various

failure and error models he wishes

to iuclude in the analysis.

inclusion of any of these models

will necessarily lower the sys tern

reliability estimate. The need to

include a model is, of course, a

function of the architectural

structure, its fault-handling

mechanisms, and the magnitudes of

_ne parameters in the model. The

large choice of failure and error

models is provided to increase _e

realism and credibility of the

analysis. The models are user

options in CAKE III and may be

omitted at the discretion of the

analyst. Usually he will omit

certain models after determining

that they have a minimal effect.

Some of tllls modeling information

is used to define the sys tern

fault-handling model(s) required as

a user Input, indicated by the

state diagram. The remainder of

the failure and error modeling data
is entered as Fortran NAMELIST

statements in the CDC Cyber 173

version or via a promp tlng

user-frlendly interface in the VAX

I I/780 version.

Another impor tan t step in

setting up CARE III input is the

generation of the sys tern

conf igura lion and success criter ia.

Fault-tolerant systems are usually

designed to have many hardware and

functional combinations that enable

proper system operation. CAKE IIi

uses the powerful fault tree
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language to describe system failure
conf Igura tions. In large sys terns,

the number of success combinations

can De very large, and for this

reason CAKE iii uses the

"unsuccess" or failure combinations

instead. In a properly designed

system, the number of _allure

combinations should be

considerabley less man the number

of system success comOinations,

thus easlng the computational task.

"_e fault tree language provides an

excellent medium for delineating

the system failure combinations.

The user-prepared data are

initially processed by the CAKE III

input subprogram, CAKEIN, shown as

the upper disk. It is essentially

composed of the fault tree language

program. The second CARE Ill

subprogram, COVKGE, processes the

fault-handling model data ana pu_s

them into tile form required by the

third subprogram, CARE3, which

performs the rellabllity

computations. CAR_ Ill is written

entirely in For tran IV language and

curren fly execu tes on d_e Con trol

Data Corporation CY_ER 170 series

computers. The VAX version is

written in VAX-IL Fortran and runs

under the VMS operating system.

The CARE ILl output data take

two forms, graphical or tabular.

In either case, the outputs of most

in fetes t are the total sys tern

reliability or system survival as a
function of time and two vital

components: probability of system

failure due to hardware redundancy

limitations (exhaustion of spares)

and probability of system failure

due to improper fault handling. In

ultrareliable sys terns, the latter

factor is the predominant cause of

system failure.

Ig
.....

_I tw4mdsry Pr6mlr; Plllt 6sd_ll_
C¢_.t_ Ktu*wrl Ktmt*,s qq,tts I_

....... .._.-i-- _,1..:.',._,

Itlill_ i¢11_

I 1 1 I I 1

II _.1_ I{1 ulliql I,l_llml

The description of _he

fault-occurrence model for a

complex sys tem can of ten be

laborious and error prone. To

alleviate this difficulty, CARE Ill

utilxzes the fault _ree language to

describe this model. An example of

the use of thls capability is

illustrated for the pitch augmented

s tability function (PAS).
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The system fault tree for this
function is presented. This tree

illustrates that not only hardware

redundancy can be represented but

functional redundancy as well. The

elevator math model is functionally

redundant to the secondary

actuators. The melding o_ hardware

and functional redundancy is a

common practice in aircraft design.

The proper entry of this fault tree

into CARE Iii with the necessary

failure rate and fault-handling

data would yield a prediction of

the probability of loss of PAS

function as a function of mission

time. For the uninitiated, the

figure is read as follows. An

output from logic OR gate 212

constitutes loss of PAS function

which can occur if an output from

OR gate 211 occurs, or if an output

from gate 210 occurs, or both.

Gate 210 yields an output if at

least 3 out of 4 secondary

actuators or actuator function

(elevator math model) fail.

Secondary actuator A will fail if

computer A fails, or actuator A

fails, or both. A similar

description can be used to

delineate failures due to loss of

computation or loss of sensors.

It should also be observed at

this point that since the

fault-occurrence model and the

fault-handling model are treated

independently by CARE IIi, the

fault-handling model needs to be

evaluated only once if the

fault-handling parameters remain

unchanged. Thus, if the user is

interested in evaluating other

functions in the example

fault-tolerant flight control

system, only tile fault tree must be

modified and executed by CARE III.

tll Tllil.$

KS, _ I., ilArrK_, _J(

=:::= 7-

k\ ,--,,-,,°, )/
_ - tffl Hjl51;11111 f" )

_ - mK_4rm almwlrlll

: _I-_,_,_-,,--.,,--_
- Al_nl IIMmfll IIAIIKI. _1101

As a result of the novelty of

the CARE III modeling technique,

CARE III has received considerable

conceptual scrutiny and is

currently undergoing testing and

verification of its computational

implementation. Some verification

activities have been the

rederivation of the mathematical

model by an J ndependent

investigator using available

documentation, a derivation of the

math model by analysis of the CA_

Ill code, and numerous test runs

comparing CARE Ill results against

i.[arkov model results (where

possible), and manually constructed

mixed nonhomogenous and semi-Markov

models.

The fundamental principles on

which CARE III is based appear to

have withstood the intensive

examination to date. Weaknesses

have been uncovered that appear to

be attributed to computational
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inefficiencies and in some cases,

computational modeling errors.

These anomalies are currently being

corrected. With these corrections,

CARE III will be ready for public

release, most likely by the year's

end. Identified enhancements are

planned for a subsequent release.
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SELF-CHECKING

COMPUTER MODULES

(SCCM)

Daniel E. Ertckson

Dwight A. Geer

Jet Propulsion Laboratory

The Self-CheckinE Computer Module

(SCCM) approach to fault-tolerant
computing has been under develop-
ment at JPL under NASA (OAST) and

Navy (NOSC) sponsorship. Through a

discussion Of this development,

this paper Illuminates some of the

issues and techniques involved with

verif_lng the reliability of such a

system. Since the SCCM is designed

to be used in systems where grace-
ful degradation is desirable, the
concept of performability is used

in expressing the requirement. The
variety of fault-tolerance tech-
niques used in the SCCM makes per-

formabillty analysls difficult.

1. SCCM Design Goals - The SCCM

concept was developed to support
lonE-life space applications of

moderate cost, moderate performance
distributed computing. For deep
space missions, low power and long

unattended llfe are necessary. For

space station application, repair

is possible, but costly. For some
satellite applications, and some

deep space missions, radiation
hardness is desired. The SCCM is a

modular concept, compatible with

VLSI implementation, and adaptable
to a wide variety of missions.

2. Fault Tolerance A_roach - The

key to system fault-tolerance of

the SCCM approach is the fault
detection and isolation built into

each self-checklnE computer module.

Each SCCM has a high probability of

recovering from a transient fault

and safely shutting down in the

presence of s permanent fault.

Access to critical data in the

memory of an SCCM maybe maintained

even though the SCCM is shut down.
Because of the modular architec-

ture, spare resources can be
selected to achieve the desired

performance and reliability for
each f_nctioL

Within each SCCM, fault detection

is provided in the hardware by the
fault-tolerant building blocks
which interface standard micropro-

cessors and memory chips to the
internal bus. For added

flexibility, the software controls
the fault recovery process. It may

roll back processing to before the
fault occurrence and may switch in

spare building blocks and memory
bit planes. The spare switching

may also be directed via the exter-
nal bus to recover a shut-down

SCCM.

The building blocks themselves use

a variety of techniques to detect
and isolate faults. To detect

faults, physical redundancy, infor-

mational redundancy and watoh-
dog processors are used. Morp_tc
dual-rail logic is used to create

self-checking comparttors and par-
ity generators. If a non-
correctable fault is detected by

any active building block, the
microprocessors are reset and

memory writes and all outputs are

inhibited. If only one fault has
occurred since the last software

clear sequence, the reset is re-

leased and the software performs

recovery actions IncludlnE a clear

sequence when it is satisfied that

its SCCM is operating properly.

Spares are employed throughout the

system to extend its llfe or its

maintenance interval. Besides

spare SCCMs and spare busses, spare
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bit planes, spare microprocessors,
and spare building blocks may be
used.

S. Performance Levels - In order

to determine whether a given
configuration of SCCHs will meet

the requirements of a particular

mission, we must define the perfor-
mance levels of the system for that
mission Then we must find the

probability of each time profile of
performance for the mission For

example, assume that a Fully

furnished data system can Five
enhanced service and that, in some

degraded states, it can still give
basic service. The mission

requirement might be 0.95 probabil-

ity of enhanced service through 5
years, 0.99 probability of basle

service through 5 years, 0.999

probability of at least safely
shutting down through the first SO
days, and 0.90 probability of basic

service through 10 years.

The system performance is a Func-
tion of the performance of the
operational strategies used to

maintain its capabilities as well

as the performances of Its parts.
The operational strategies will be
implemented manually or in hardware
or software. The parts of the data

system Include the external bus,
various I/0 devices, and the SCCMs.

For each such part we can define
performance levels which will sup-

port the system performability

analysis. We can continue this
hierarchical refinement until we

get down to units for which fault
rates can be predicted such as

semiconductor chips.

Even If, as In this case, the mis-

sion requirements are not known,
thls kind of analysis with hypothe-

tical mission requirements leads us
to the definition of appropriate

performance levels for modular

units such as the SCCH and its

component building blocks.

4. Performability Analysts - £

performability analysis has begun
on the Memory Interface Building
Block (MIBB). The approach that

has been chosen is to perform a
theoretical analysis of the MIBB
response to stuck-at-one and stuck-
at-zero faults and to validate the

theoretical analysis with empirical
tests. Since the theoretical anal-

ysis depends on certain groundrules
and assumptions, it was felt that
confirmation of its validity eas

advisable. In fact, the tests
showed several discrepancies In the
analysis which will be corrected

when the analysis Is repeated.

Besides yielding an estimate of the

performability of the HIBB, the
analysis revealed several design
oversights. Some of these man be
corrected in the breadboard.
Others can be avoided in future

designs. The tests also revealed a
few implementation flaws such as

cross-talk between signal lines
which would not be evident from

analysis alone.

One weak area of the analysis is
the semiconductor fault rate model.

The model which was adopted for use
(MIL-HDBK-217D) is baaed on aver-

ages from a wide variety of fabri-
cation processes. These data are

appropriate for early estimation

based on standard parts. For cus-
tom parts, new parts or gate ar-

rays, the model may not be accu-

rate. Parts quality assurance is

recommended for obtaining flnal

figures for parts from the fabrlca-
tier line to be used.

5. Observations and

Recommendations-

The methodology loosely described

above appears to be a feasible way
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to obtain confidence in the per-

formability of a new data system.

It will be greatly aided if
performability assurance needs are
recognized throughout the develop-

ment, in the definition of require-
ments, the selection of the fault-
tolerance approach, and the detail

desLgn of system level performabil-
ity models, supported by lower

level performability analyses whLeh
allow cost-performability trade-
offs. Lower level tools will aid

the analyses.
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MULTIPLE MICROPROCESSOR FLIGHT
CONTROL ARCHITECTURES

Gary Hartmann
and

Kevln Drlscoll

Honeywell Systems and Research Center

Honeywell Is well known for Its work

In digital avionics control systems,
from the first digital flight control

system In the Saab Viggen to the hlgh
performance inlet and flight control
system for the SR-TI and the maln

engine controller for the space
shuttle. Honeywell's continuing
research In the area of ultra-rellable

real-tlme control systems has

developed several new concepts that
have been blended Into the Multiple

Mlcro-processor Flight Control System
(MMFCS) and Its variant architectures.
The orglnal MMFCS studies were under-

taken to determine how the develop-

ments In integrated circuit technology
would impact digital avionic systems
architectures. Further, these studies

were to determine how the design of an

ultra-rellable digital flight control
system could best exploit these tech-
nology developments.

RELIABILITY

When examining an ultra-rellable
system it Is important to consider

several reliability issues. These

issues include fault tolerance, fault
avoidance, fool-proof implementation/
appllcatlon, provablllty, requirements
and protection.

Fault tolerance is the ability of a
system to continue operation even
though a failure has occurred In one

of its components. Fault tolerance Is

required In ultra-rellable systems.
Thls Is because components cannot be

made reliable enough to meet the
requirements for these systems.
Even though integrated circuit tech-

nology has increased overall systems
reliability, fault tolerance will be

needed In ultra-rellable systems for

the foreseeable future and may always
be required.

More important than fault tolerance,
however, Is fault avoidance. Fault

avoidance Is the technique of design-
ing a system such that failures wlll

not occur. Classical techniques for
fault avoidance include the use of

hlgh quality components, hlgh quality

workmanship, and conservative design.
Conservative design generally means
designing the system to withstand the
sum of all possible worst case con-

dltlons. It has been proposed that
conservative design should also mean
avoiding the state-of-the-art; techno-

logies that have a proven track record
should be used instead. There Is more

to fault avoidance than the classical

techniques. Some designs are inher-

ently more dangerous than others.
These dangerous designs are most often

caused by the inclusion of single
points of fallure and/or fault propa-
gation modes for which the statistics
are unknown and cannot be determined.

A good ultra-rellable design should
consider that the design elements for
reliability can be nulllfled by the
system's Implementor and/or the
system's end user. Great care should

be taken In anticipating the possible
implementations and applications for

the system. The reliability tech-
niques that can be Inadvertantly or
easily nullified should be avoided.

The design should explicitly state
which of Its elements are required for

reliability and what actions may
adversely affect them. The design

should also explicitly and clearly
state which implementation techniques
and what end uses are compatible wlth
thls design. The Implementatlon and

application rules are Just as much a

part of the design as the component
Interconnectlons.

The failure rates of ultra-rellable
systems are so small that the systems

cannot be exhaustively tested to de-
termine what these failure rates are.

It is important, therefore, that the
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system be composed of a small set of
simple modules with simple inter-
faces. These simple modules and

simple interfaces can then be exhaust-

lvely tested to determine their
fallure rates. The overall system
reliability then can be inferred from

a process similar to proof by mathe-
matlcal induction.

The failure rate requirements for
ultra-reliable systems are extremely
small. It is common for these re-

quirements to indicate that the pro-
bability of failure will be on the
order of one in a billion. The most

bizarre occurrences imaginable (and
more importantly, unimaginable) can

happen with this kind of probability.
What do these numbers really mean?
What Is the best way to precisely

specify thls high level of reliability?

An ultra-reliable system should not

only be able to continue proper func-
tioning after one of its components
has failed, but it should also make
sure that this failure does not affect

any of the systems in its environment.
And conversely, a failure in any of

the systems that surround an ultra-

rellable system should not be able to
adversely affect the the ultra-

reliable system. This means an ultra-
reliable system must embody the
concept of protection.

PHILOSOPHY

The design philosophy for the MMFCS

includes the tailoring of the system

to ultra-rellable real-tlme require-

ments, the exploitation of cheap

mlcroelectronlcs, and the use of a

systems approach.

Ultra-reallable Real-Time Requirements

- It was determined very early in the

MMFCS program that the system should

be specifically tailored to ultra-

reliable real-tlme control. This

meant the system would be designed

with all these requirements in mind

simultaneously. We did not want to

try to solve a general class of com-

putlng problems. We also felt that a

system optimized for any one require
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ment, for example rellabillty, could

not efficiently solve the entire

problem.

Exploitation of MIcroelectronlcs - We

determined the best way to explolt the

developments in integrated circuit

technology was to use this new cheap

mIcroelectronlcs to replace the in-

creasingly expensive software. Soft-

ware cost has been increasing not only

because it is a labor intensive pro-
duct but also because the software is

taking up a larger proportion of the

entire system and the software Itself
ls becoming more complex and therefore
more costly per line of code. The
ratio of the cost of software to hard-

ware seems to increase as the systems
reliability requirements increase.

This is due to the higher cost of

validation and verification (V&V) of
software. There appears to be an

Incompatlblllty wlth system rella-
b111ty requirements on the order of

one in a billion when accepted soft-

ware ability is on the order of one

error per one-thousand lines of code.

This is somewhat of an apples and

oranges comparison, but it does glve

some indication of the problem. As

software complexity increases so wlll

the chance for errors. There are many

reasons for the increasing complexity
of software. One of these reasons Is

that, In systems that do not have a

high rellab111ty requirement, software

ware can provide more functionality at
a lower cost. When the cost of V&V is

included, however, this is not true

for ultra-tellable systems. Another

reason for the increasing complexity
of software is the fact that in most

systems the hardware design and build
is completed before the software is

written and tested. This creates a

tendency for the hardware designers to

design hardware that meets the minimum

requirements. When design decisions

are difficult or when the requirements

are not well specified, hardware

designers tend to "leave it to the

software". We decided to avoid this

trap by trying to solve as many of the

complex problems as posslble with
hardware.



Some of the most complex parts of a
system design have to do wlth Its
reliability. We noticed that two-
thirds of the software for many of the
systems that we studied had to do wlth
redundancy management and the relia-
bility of the system. There have even
been systems where 95% of the software
was concerned with reliability. These
reliability areas appear to be the
most fruitful place where we can
replace software with hardware.

Another Influence of the shrinking
mlcroelectrontcs ls caused by the fact
that the central processing unit (CPU)
part of a computer has shrunk faster
than the other parts. Because the
CPUs are smaller, draw less power and
are cheaper, It Is now feasible to ln-
clude a large of CPUs In a system.
This larger number of CPUs can be used
to both speed up the system for real-
time requirements and to increase the
systems reliability.

Systems Approach - We decided to use a
tops-down systems approach wlth the
MMFCS. This seems to be a motherhood
statement and the obvious approach,
but tt Is not. Many endeavors In the
area of designing ultra-reliable
systems have seemed to equate the
designing of a fault tolerant computer
with the design of an ultra-reliable
system. A fault tolerant computer ls
not the total system solution.

We can view an ultra-reliable system
as containing a protected environ-
ment. The system Is designed to con-
tlnue correct operation even though
fatlures have occurred within the pro-
tected environment. A system that
contains a central fault tolerant com-
puter has a protected environment that
Includes only the computer. The
systems approach Is to try to expand
this protected environment to encompass
as much of the system as Is possible.
Thts leads to a system that is dis-
tributed physically, electrically, and
logically.

INFORMATION TRANSFER SYSTEM (ITS)

The distributed environment that was

dictated by our systems approach has
led us to the vlew that communication

rather computation Is the heart of a

system's reliability. We can imagine
a group of very reliable processors
trying to cooperate on a given task by
communicating over an unreliable com-
munications system. Thls system wlll
not be reliable. On the other hand, a

group of unreliable processors co-
operating over a reliable communica-

tions system can be made rellable.
Note that thls Is analogous to a re-

liable device being built out of un-
reliable components.

We have therefore concentrated our

efforts In providing reliable com-
munlcatlons. Thls Is accomplished

through an Information Transfer System

(ITS). The ITS Is the "glue" that
binds all the system's resources

together. The ITS includes busses,
buss interface units, protocols, In-

formation management, and appllcatlons
interfaces. The ITS must be able to

provide communications to the degree

of reliability that Is required by the
most reliable subsystem that It Is
connected to. It must do thls whlle

at the same tlme servicing subsystems

that do not have the same hlgh degree
of reliability. Thls means that the
ITS must be able to protect Itself

against subsystems of lesser rellabll-
Ity.

The ITS Is the only interface between
the subsystems. It must be capable of
transferring all information that Is

shared between these subsystems.

Therefore, the ITS not only communi-
cates data but also communicates

timing and syncronlzatlon Informa-
tlon as well.

FAULT TOLERANT CONSIDERATIONS

It Is well known that redundancy Is
required to make a system fault

tolerant. In addition, the redundant

F-229



elements of a system must be made in-
dependent from each other. If these
redundant elements are not made In-
dependent, then a failure in one of
these components may propagate to all
other components, thereby making the
redundancy useless. Thls concept ls
called fault containment. It ts not
possible, however, to make the redun-
dant components totally independent.
They must somehow share inputs and
cooperate on outputs. To enable thts
cooperation, we must share something
between the redundant elements. When-
ever we share something between the
redundant elements, we are building
bridges between the areas of fault
containment. These bridges, then, can
become ways that faults can propagate
from one redundant element to another.
Wherever one of these bridges exists
between fault containment areas, we
must place guards at both ends of the
bridge to ensure that faults do not
propagate over the bridge. This Is
called fault isolation.

The concept of fault containment areas

connected by bridges can be applied
recurslvely. This leads to a hlerachy

of fault containment. Thls hlerachy
allows optimization In the cost/
contalnment tradeoff.

The design of a fault tolerant system,
can be revlewed as composed of three

steps. First, designing adequate

fault containment barriers. Second,
identifying all possible bridges

between containment areas. Third, the
placlng of adequate guards at both
ends of all of these bridges.

An important aspect, that is very
often forgotten, Is that guards must
be placed at both ends of the

bridges. Thls Is because the guard at
the end of the bridge, that Is In the
containment area which has experienced
a fault, cannot be trusted. Whatever
the fault was, it may affect the
guard.
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SYSTEM DESCRIPTION

Self Checkln9 Microprocessor Pairs
(SCMP) - All the components in the
MMFCS architectures are pairs. This

means that every component has one
duplicate. The duplicate halves of a

pair receive identical input and (with
no failures) produce identical

output. The outputs of both halves
are checked to make sure that they are
identical. When they are not
identical, the pair removes Itself

from the system.

The overall system architecture looks
llke an N-modular redundant system.
Each channel is composed of a buss

pair that supports nodes that are

pairs. The nodes on any given buss
pair have the right to transmit and
receive on that buss. In addition,

nodes have the right to receive data
from any buss in the system.

Each half of a node Is composed of an
applications processor and a buss

interface unlt processor. The appll-
cations processor (AP) performs the

algorlthms to exercise the control for
which the system was designed. The

buss interface unlt (BIU) Is used only
to perform the communications between
APs of the various nodes. These BIUs

and the busses make up the ITS for the
MMFCS architectures.

A typical transfer from one node to
another would start with the two APs

In a given node performlng some calcu-
lation and producing an output. This
output will be sent from the AP to Its
associated BIU. The BIU converts this

data into a serial data stream. The
data streams from the two BIUs are

compared, bit for blt, to ensure that

they are identical. If they are
identical, the data Is transmitted
over the buss to all the nodes that

are listening to that buss. When the
data arrives at any of the other
nodes, data is again checked to make
sure that both copies are identical.
Note that the data is checked when It
Is transmltted on the buss and when it

Is received from the buss. Thls



corresponds to the output and Input
guards on the bridge.

If a node should have an internal
fallure It will cause the two copies
of the data to be not Identlcal. When
It Is tlme to transmlt thls data on

the buss, the output checking wlll
determine that the two halves are not

Identlcal. Thls wlll cause the node
to disconnect itself from the buss.
Thts action Is taken by both halves of
the pair. The half, that does not
have a failure, will be the force that
actually effects the disconnect.

The functlons of any node in the
system is replicated by nodes on the
other busses. Therefore, when one
node disconnects ltself from its buss,
there are other nodes on other busses
that are performing the same function.
No system functionality is lost due to
this disconnect.

ponents. The only method of ensuring
what each redundant untt received as
input Is for that unit to retransmlt
the data that It received. This turns
out to be a complex procedure requir-
Ing a very high communications band-
width, particularly when the number of
redundant units becomes large. The
self-checking pair approach of the
MMFCS architectures minimizes the
complexity and bandwidth required to
perform this function.

Table Driven Proportional Access
(TDPA) - There Is a problem with the
ITS use of communication busses. Thts
ls the same problem that must be faced
by all bussing schemes. The problem
Is to allocate sufficient buss band-
width to each of the buss connections
without mutual interference. The
NRFCS ITS does this through a tech-
nique called Table Driven Proportional
Access (TDPA).

These self-checking nodes are the
simple modules In the MMFCS architec-
tures. The buss forms the simple
interface.

Consistency - Any architecture that
uses exact comparisons to detect fail-
ures must ensure that inputs to the
redundant components are identical.
If the inputs are not identical, then
the outputs probably wtll not be
identical. The output checker will
then assume that one of the redundant
components has failed. Thls will be
an erroneous deduction. Hence, the
importance of insuring that the inputs
are identical. This problem has been
called interactive consistency or
source congruency by others In the
literature.

In determining how to control the
message traffic over the buss we
considered the classes of data that
this communication scheme must
support. One criteria for classifying
data ls the timeliness required. We
could develop three categories for
timeliness: routine, no time require-
ments; fast, arriving not to late;
real-time, arriving not to late and
not to early. We can also classify
the data as to whether tt Is crltical
for correct operation or not. The
most stringent requirements are on the
real-time critical class of data. By
designing a buss bandwidth allocation
scheme that can handle the real-time
critical data we would have a scheme
that would probably handle any of the
other classes of data.

Thls Is not as easy a problem to solve
as It first appears. A simple wlre
connecting the inputs of redundant

components together does not ensure
identical inputs wlll be perceived by
these redundant units. A borderline

signal on the wlre can be perceived as
different signals by the varying
tolerances within the redundant com-

F-231

The scheme chosen for the MMFCS, TDPA,
can be thought of as a cross between
virtual token passing and tlme
dlvlslon multiplex. The scheme Is

based on having an access table that
Is replicated within each node. These
tables contain entries that indicate

which node has permission to transmit

on the buss at any given time. Each
node maintains an internal pointer to
the entry In the table that is current-



ly governing the buss. When the
current message Is finished, each node
advances Its pointer to the next entry
in the table. Because each of these

tables is identical, the new entry in
the tables will tell each node who

wlll have control of the buss for the

next time segment. By this means,
each node can be guaranteed an exclu-

sive use of a particular time on the
buss.

Because thls scheme ls to be used in

ultra-reliable systems, tt must work
even though there are faults tn the
system. The TDPA does this by allocat-

Ing a spectflc amount of time for each
entry In the table. If a node should

fall to transmlt during tts tlme slot,
all the other nodes would advance

their pointers at the end of the slot
time anyway. This allows the TDPA

scheme to continue correct operation
even though all but one node has
failed. The use of self-checking 8Igs

insure that the only buss control
failure will be the failure to

transmit. Proprietary schemes for
the start up of the buss and the

maintenance of the individual pointers
have been developed.

Synchronization - There ls a con-
tining "great debate" on the issue of

the synchronization of fault tolerant
systems. Most arguments tend to treat
this questton as a black or whlte

issue. But the degree of synchronous

or asynchronous operation Is actually
continuum. The range can be from the
very tightly synchronized, where the

processor clocks are fed by the same
oscillator, to the very asynchronous
In which the synchronlsm is supplied

only by the external closure of the
real-world physics. Furthermore, all

components of the system do not have
the same degree of synchronism. The

arguments on synchronism can then be

the best degreereduced to picking , of
synchronism to balance the system per-
formance against a set of criteria for
each component within the system. For
example, the MMFCS coprocessors withtn

a node are synchronized to the micro-

cycle level, the halves of a node are
synchronized to the serial bit level

(when they are transmitting), nodes on
a buss are synchronized to the serial

message level, and other components of
the system are made to be synchronized
to the level that ts required.

Executive - The executive software for

the RMFCS Is very stmple. There are
no interrupts and there Is no multi-

tasking. Each process _s allocated to

one processor. Thts greatly simplt-
fles the software V&V.

The task loadlng on each processor and
the message loading on each buss is
known a priori. There are no variable

task cues, no pending interrupts, no

varlab]e buss message cues. The sys-
tem is very deterministic.

The control of the execution of tasks

w_thtn the dlstrtbuted processing
nodes _s done by the action of the
buss ltself. Thts eliminates the need

for interrupts, multi-tasking, rate
trees, etc. Thls can be shown to be

an optimum method for controlling the
execution of distributed processes,
both In buss bandwidth and fault
containment.

BREADBOARD

Honeywell has built and demonstrated a
breadboard of these MMFCS concepts.

We have demonstrated that the system
works correctly without faults. We
have also shown that the system

operates correctly when faults are
induced into the system.
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INTRODUCTION - The design challenge for the [US pro-

gram was to produce an upper stage vehicle that

would provide mission reliability well beyond that

of previous vehicles. Mission reliability was to be

carried as far as possible or to the point that

additional improvements were no longer cost effec-

tive. Since the payloads the IUS was to carry are

much more expensive than the ]US itself and there

was no flight test program of the vehicle, fault

tolerance and fault elimination were paramount

design considerations. This paper tracks IUS design

activity fr_ the point in time where subsystem
trades had matured to the state that individual com-

ponents were identified. Five topics have been sel-

ected that identify the salient considerations in

the IUS Fault Tolerant Design (Chart 1) as follows;

(I) Cost Effective Redundancy, (2) Design for

Autonomy, (3) Significant Margins, (4) Fault Toler-

ant Features,. and (5) Test Feedback. Each of these

will be discussed in the following paragraphs.

1. COST EFFECTIVE REDUNDANCY Once the system

design for ]US had progressed to the point that the

subsystems and components could be identified , the

resulting mission reliability fell short of that

desired by the Air Force. A mission reliability

requirement of .96 with a goal of .98 (Chart 2) had

been established and a single thread reliability was

estimated at .815. The question of how much relia-

bility is needed and how to obtain it was answered

by trading cost vs. redundancy. Reliability could

be improved by redundancy and other fault tolerant

approaches but at the same time costs would go up

not only from the additional direct hardware costs

but also from the counter productive effects of

additional weight, volume and _x)wer requirements.

It was believed that from the relationship of pro-

gram cost of fai|ures vs. the cost of generating

fewer failures, an optimization cost figure of merit

could be developed that would answer the question,

how much is enough?

An IUS cost impact model was developed which inclu-
ded the salient cost elements along with the results

of performance analyses conducted that detailed the
IUS/Shuttle missions needed to place the spacecraft

identified in the mission model into their respec-

tive orbits. Tandem IUS flights were groundruled

out although multiple spacecraft on a single IUS

were permissible. These studies resulted in IUS/

Shuttle launches involving 14 different IUS payload

configurations of from one to four spacecraft each.

A model (Chart 3) was constructed based on a Markov

chain analysis of the mission accomplishment, abort,
and mission failure loqic. The model evaluates 10

different success paths with replacement launches

for each IUS mission failure. For a given ]US pay-

load configuration, the program cost for one IUS

mission is evaluated and multiplied by the total

number of IUS missions of that payload configura -

Lion. The process is repeated for all 14 ]US pay-

load configurations. The resultant cost plus the

IUS development cost is the IUS program cost.

As each new concept of reliability improvement was

envisioned, its attendant cost on IUS recurring and

non-recurring costs was estimated and updated in the

model. The cost of the spacecraft and shuttle

launch costs were provided by the government. How-

ever, for each IUS vehicle configuration, the abort

and mission failure probabilities and the attendant

IUS development cost and production costs were

determined. The development and production costs

were determined for the entire mission model quan-

tity.

As shown (Chart 4) an optimum did exist and any

additional improvement in IUS reliability through

major configuration changes would not be cost effec-

tive. The elimination of the second sring TT&C and
the third computer were difficult decisions but the

Air Force agreed and stood by their original cost

effective consideration for decision making.

Sensitivity studies were performed and showed that

IUS program costs are most sensitive to variations

in spacecraft unit costs. Therefore, IUS develop-

ment costs that might lower spacecraft costs were

good investments. A 25 percent increase in the unit

costs for all spacecraft will increase the total IUS

program cost by 14 percent. Variations in IUS de-

velopment costs have the least effect. A 50 percent

increase in development costs will increase the

total IUS program cost by only 0.3 percent. This

small impact was expected because the IUS develop-

ment cost is nonrecurring and constitutes a small

portion of the overall total program cost. For com-

parison, the cost of a replacement mission for one

IUS failure could vary from 0.3 to O.8 percent of

the total program cost, depending on the payload.
This comparison does show the cost effectiveness of

money spent during development to ensure an adequate

design.

The IUS program cost model was also used to evaluate
the cost effectiveness of the IUS baseline relia-

bility for different unit and development cost vari-
ations. The worst-case condition considered inclu-

ded a 25 percent increase in the cost of all space-
craft, a 50 percent increase in IUS unit cost, and a

50 percent increase in ]US development costs. For
these conditions, the IUS optimum mission relia-

bility of 0.983 was still the most cost effective
value.

The resulting system architecture (Chart 5) shows in

simplified form the resulting redundancy and cross

strapping for the vehicle. This architecture was

established during the validation phase of the pro-

gram and has not been altered since.

2. DESIGN FOR AUTONOMY - The IUS hardware/software

is purposely desiqned to perform the entire mission
with no intervention. This is COlnpletely true for
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theTitanconfigurationwhichdoesn'thaveanuplink
capabilityandalsotruefor theShuttleConfigur-
ationVehicleaftershuttledeplo)_nent.Thus,navi-
gation,guidance,staging,andeventsequencingare
a11undersoftwarecontrolwhichis loadedpriorto
themission.Eachcomputerhasa 64Kmemoryand
approximately19%of thatis allocatedto redundancy
management,checkoutandtest. Computerfailure
modesandinterruptsusedfor redundancymanagement
areasshown(Chart6).
TheShuttleconfigurationdoesrequiresomeastro-
nautinterventionto performthe deploymentfunc-
tions. Thecrewhasacontrolpanelinsidethecrew
compartmentwhichallowsperformanceof thedeploy-
menttaskandmonitoringof systemoperation.Basi-
cally, thecrewelevatestheIUSto 290for checkout
andthento 580for deployment.Actualdeplo)_nent
is accomplishedbythemissionspecialistwhofires
theordnancedevicethat separatestheIUSandits
payloadfromtheAirborneSupportEquipment.Six
springsthengentlypushthe IUSawayfromthe
orbiterat a 0.4FPSrate. Fromthis pointon,the
entiremissionis autonomous.Theorbitervehicle
will thenbackawayfromtheIUS,attitudecontrol
beginsin tenminutesandmotorignitionwill occur
some 55 minutes after deplo_ent unless the crew
sends a master safe command.

Vehicle Uplink Commands are possible with the

shuttle version which provides additional interroga-

tion and status monitoring. This uplink also a11ows

some control alteration if problems develop, that

can be worked around in this manner. Uplink Com-

mands are emergency situations and are pre-planned

and practiced events for the most part. These are
in turn simulated many times prior to the actual

mission.

In summary, the vehicle needs no ground link to per-
form its mission and responses to faults are built

into the software. However, if emergency situa-

tions do arise, the ground has the capability to
workaround for the shuttle missions. This provides

for both a fault tolerant and fault responsive de-

sign.

3. SIGNIFICANT MARGINS Design margins are
another aspect of designing for fault elimination

and fault tolerance. Ample margins can make designs

less prone to fall and at the same time more toler-

ant to failures if they should occur. Stress is the
root of failure and this section discusses both

electrical stress and environmental stress.

Piece part electrical stress (e.g., current, vol-

tage, power or fanout) can be tolerated or not,

depending on temperature. Failures can be reduced
or tolerated based on where the electrical component

is operated within the stress versus temperature

profile. The prescribed operating limits are known

as derating. Derating is generally arrived at by

reducing the manufacturer's (suppliers) maximum

allowable data by some safety factor (Chart 7),

generally in the range of 300 to 40° C. This in
turn establishes the worst case limit for design.

On IUS this was taken a step further and an addi-

tional uncertainty factor of Iioc bounded the upper
end of the electrical stress vs. temperature pro-

file. Examples of derating for several part types

are shown IChart B). The specification of, testing

and screening of parts to preclude failure is a sub-

ject not covered in this discussion. Suffice it to

say that parts control on the IUS program were the

most stringent requirements issued by gOvernment and
accepted by industry in the 1978-1980 time frame.

Derating is a design discipline and was policed by

reviewing individual piece part stress analysis. If

a part crept into the disallowed region, it was sub-

ject to an immediate redesign. If redesign was not

practical, individual derating exceptions were only

granted by close scrutiny of the government/industry
parts, materials, and processes control board. Some

parts were approved on an interim basis until such

time as the supplier could redesign and deliver a

more tolerant part, and then all prior parts were

purged from stores.

Environmental stresses as a design consideration

were carried through part, component and system

levels and encompassed; vibration, shock, thermal,

pressure, humidity, acoustic and EMI. In general
the design and test concept on IUS was to predict

the worst case m_ssion environment through analysis

and/or prototype testing and then add an uncertainty

margin to that before establishing the qualification
margins. This p-ocess followed the requirement of
MIL-STD 15aOA.

Three environments are illustrated (Chart g) that

show this concept. Random vibration acceptance

requirements were established by determining the

composite of the various individual responses and
then drawing a curve that envelopes the composite.

A six db margin was added to that for qualification.
A similar process was followed for the shock envi-

ronment. The thermal environment was established

for the worst case mission and then 11oc added to

that for uncertainty to establish the acceptance
envriooment. Later 10o6 was added to that to

establish the qualification limits. The curve shown

is that for thermal cycling; however, thermal vacuum

testing was accomplished in a similar manner.

Additional design margins were established for

structures design with safety factors as follows:

Pressure Vessels - 4:) MEOP

Limit Load - 1.0

Ul_imate Load - 1.4

Also, dynamic loads included a 1.5 uncertainty fac-

tor.

4. FJWI.T TOI.ERANT FEATURES - As seen from the pre-

vious discussion, IUS early life-cycle cost studies

indicated that extensive redundancy in the avionics

and attitude control subsystems _K)uld be cost effec-

tive. Redundancy was not considered necessary for

structural elements, because of high predicted reli-

ability, and was not feasible for the solid rocket

motors. In addition to redundancy, certain other
features were included in the avionics to enhance

reliability. This section addresses the overall IUS

system architecture, the failure detection and

isolation methods used, and redundancy management

for the major subsystem elements.
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TheIUSavionicssystemarchitecturein simplified
form(Chart10)is basicallya twochannelsystem
with the exceptionof theRedundantInertial Mea-
surementUnit (RIMU).Here,a strapped-downcon-
figuration,with redundancyat the instrumentlevel
is used.Theavionicssystemin moredetailat the
LineReplaceableUnit(LRU)levelis asshown(Chart
11). Thefollowingsectionsdiscusseachof the
majorLRUsin termsof featuresthatenhancerelia-
bility andon-boardautomaticredundancymanagement.
Redundant Inertial Measurement Unit - The Hamilton-

Standard RIMU design utilizes five Kearfott 2401

slngle-axis linear accelerometers and 5 Hamilton
Standard RI-1010 single-degree-of-freedom rate inte-

grating gyros. The sensor input axes are arranged

symmetrically in a skewed conical array as shown

(Chart 12) in the photograph. Locations relative to
the vehicle axes are illustrated on the next chart

(Chart 13). In the event of a sensor failure the

navigation function can be performed by a trio or

quartet of instruments.

Secondary power supplies and sensors are arranged in

three independent channels (Chart 14). Loss of any

channel thus permits the system to continue to func-
tion. Data from each channel is sent simultaneously

to both computers.

Hardware Built In Test Equipment (BITE) and computer

software are used to detect component or subassembly

failures. Critical voltages, temperatures, loop

closure dlscretes, gyro spin motor rotation, and

data transmission errors are monitored by BITE.

The greatest challenge is in detecting "soft" fail-

ures. Small errors, if propagated throughout a mis-

sion, could reduce injection accuracy. The system

uses both real time data and longer-term filtered

data, sampled at three different computational

rates, to effect a suitable compromise between

detection probability and false alarm rate.

The failure detection and isolation (FDI) algorithm

makes use of the known orientation of the sensor

axes. This permits linear dependence equations to

be written for sensor outputs. These define equiva-

lence, or parity, of the sensor outputs. A failed

sensor will cause a deviation from the expected par-

ity. Threshold checks can then be used to isolate a

faulty sensor. Sensor data is transmitted to the
computers in serial data form. Transmission errors

are prevented by parity checks, the use of pattern

words and check sums. Operational reliability is

further enhanced by software reasonableness checks

that limit the magnitude of a RIMU update to pre-

clude false inputs.

C_puters - System trades during the IUS validation
phase compared the use of three computers, in a

"pair-and-spare" configuration to dual computers

using self-check as a means of failure isolation.

In the "pair-and-spare" configuration, outputs of

the computer pair are compared, and in the event of

a miscompare, system control is switched to a "hot"

-spare computer. Essentially 100% error detection

is possible. For the expected range of semiconduc-

tor operating temperatures, however, two computers
were found to have a life cycle cost advantage

(Chart 15) in addition to weight and space advan-

tages.

Memory protection is included in the computer design

by the use of Hamming codes. Any single bit error

is automatically corrected, while two bit errors in

the same memory word are used to set a failure flag

which causes redundancy management to select the

other computer. Non-memory elements of the computer
utilize a series of instructions for a self check

that would ideally check all states of all gates.

Practicality dictates a compromise between self

check coverage and the number of instructions used.

For the IUS avionics, reliability goals were met

with 2,500 instructions, providing a self-check

coverage of non-memory elements in excess of 70 per-

cent. A complete self check is performed every 120

milliseconds. Built in test equipment, plus the

self test program, permit computer failure detection
and isolation.

Star Scanner - The Ball Aerospace star scanner used

for IUS is internally redundant except for the

optics. The optics use only passive devices, and

the expected reliability does not warrant the use of

redundancy. The remainder of the unit, including

the detectors, is dual-channel.

The star scanner updates RIMU attitude data in three

inertial reference axes. This is done by scanning a

star pair approximately 90 degrees apart. Coinci-

dence pulses are used as interrupts to the computers

as the detectors scan past a star.

Redundancy management makes use of a health check

performed on the unit prior to a star scan. Two

light-emitting diodes inside the unit are energized

briefly to simulate stars and the magnitude of the

output pulse is measured. Both detectors view both

diodes, which are energized one second apart.

Signal Conditioner Units (SCUs) - The signal condi-
tioner units perform a variety of tasks, including

some input-output functions normally performed in

computers. Functions include command decoding,

analog-to-digital conversion, data formatting, digi-

tal-to-analog conversions, relay drivers, and reac-

tion engine valve drivers. Switching of other

system elements for redundancy management purposes

is controlled by logic circuits within the SCUs,

based on inputs from the computers. Commands to the

SCUs from the computers a_e in serial digital form.

Each command consists of a 32 bits plus parity. To

avoid transmission errors, the message is echoed to

the computer where a comparison is made. The com-

puter then sends a "message valid" pulse to the SCU.
Each computer also sends an OK or not-OK flag to the

SCUs every 10 milliseconds, based on computer BITE

and program self check results previously discussed.

Malfunctions in reaction control valve drivers are

detected by wrap-around tests, wherein the signal tO

the valve is sampled by the SCU multiplexer, con-

verted from analog-to-digital form, and routed to

the computer where it is compared with the command.
A similar test is performed for certain relay

drivers. In this case, however, operation of the

relays themselves is checked by sensing the closing
of a set of contacts on the same relay. It was not

necessary to check all relays and motor-driven

switches in this manner, when failure to operate one
would initiate other events that would cause system

reconfiguration.
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Reaction Control Subsystem - The reaction control

subsystem controls vehicle attitude about all three

axes during the Coast phase, and about the roll axis

during solid rocket motor burn. Tolerance for two

types of faults is necessary: (i) A reaction

engine valve failed "open," which would deplete the

fuel supply, and (2) A valve or engine failed
"off," which would cause loss of control. To avoid

valve open failures, two series valves are provided

for each engine; thus the system tolerates any
single failure, and multiple failures not associated

with the same engine. To preclude mission loss from

a single engine or valve failed "off," redundant
engines are installed for each axis, for a total of

12 as illustrated (Chart 16). Redundancy management

is passive, in that no reconfiguration is required

if an engine fails. The two engines for each direc-
tion of each axis are pulsed alternately. As i11us-

trated, if one fails, the attitude control system

senses that the dead zone limit has been exceeded,

and the other engine of the pair will be pulsed on

in the next 40-millisecond computation cycle.

Each of the 24 valves in the system can be driven by

either SCU-A or SCU-B through diode "or" circuits.

Thrust Vector Control (TVC) Subs_r_tem - The thrust

vector control system steers the vehicle during

solid rocket motor burn by moving the nozzle in the

pitch and yaw planes. The servo system consists of

an electronic controller and ball-screw actuator,

with position potentiometers as feedback elements.

Fault tolerance is achieved by redundant electronic
controllers for each axis and dual motors on a

single shaft in the actuator assembly (Chart 17).

Dual solenoid-operated locking gears prevent ball

screw rotation when the system is off during coast-

ing flight. Energizing either solenoid will unlock
the actuator.

The performance of the TVC subsystem with channel A

in control, is monitored by the computer in that

channel. Actuator position is compared to that com-
manded with actuator rate and acceleration checked

against pre-set thresholds. Failure to meet these
criteria results in transfer of control to channel

B.

ielemetr_: Tracking and Command (IT&C) - The IUS

vehicle was designed and qualified using a redundant

TT&C subsystem, which is available as a factory op-
tion. No user to date has chosen that option since

the subsystem is not mission-critical. Redundancy

management for the dual system is accomplished by

ground command for all failures except reduced R. F.

output power. Automatic system reconfiguration

would occur if the nominally 20-watt R. F. output
dropped below 12 watts.

General - The IUS avionics is basically a two-

chan-'ha'n'ne'Tsubsystem with minimal cross strapping of

subsystem elements. Obviously, many more success

paths through the system would be possible if cros_-

strapping was used. That system architecture was

not selected because the reliabi_ty of the non-

cross-strappped system was the most cost effective

approach because system complexity is greatly re-
duced. Further cost avoidance results from elimina-

tion of the multitude of test cembinations that

would be necessary with cross-strapped elements.

The system is initialized at power-up with channel A

in control. Upon detection of a single failure,

control is transferred to channel B. In the event

channel B fails, no provision is made for returning

to channel A, as it is assumed that a hard failure

exists in that channel. Except for certain computer

errors, faults are checked two or more times before

switchover to minimize respOnse to false alarms.

5. TEST FEEDBACK - Since the IUS was to have no

flight test program it became more important to

structure a ground test program to prove the design

and its ability for fault tolerance. The test pro-

gram was conducted in accordance with MIL-STD-1540A
which requires that qualification hardware success-

fully pass acceptance testing prior to formal quali-

fication testing. This discussion will concentrate

on the qualification program and how the design

responded to those rigors. Specifically, the ques-

tions of how well our redundancy management system
performed upon failure and what failures had to be

resolved by design modification will be addressed.

Component level acceptance and qualification tests

followed the flow as shown (Chart 18). The pyro

shock/vibration screenin 9 test (sometimes referred
to as an alligator test) includes pyroshock in the

most sensitive axis followed by 3 axis vibration

with power on. The screening vibration duration was
5 minutes sustained and then 20 bursts of 10 seconds

on and 10 seconds off, hence the nickname "alliga-

tor." Since the qualification units were subjected

to thermal cycling at both acceptance and qualifica-

tion levels, burn-in testing was not performed.

Every failure or significant non-conformance during

the qualification program was subjected to a formal

Failure Review Board consisting of the chief engi-

neer as chairman and various other managers as mem-

bers. The Failure Review Board reviewed every prob-
lem and concurred on the cause and corrective action

prior to submitting a Failure Summary Report to the

Air Force and NASA for concurrence. This process

assured that the appropriate corrective action was

taken, and the authority of the chief engineer made

it happen. As will be shown from the statistics,

our chief engineer was not timid about recommending

design fixes, or other changes where this was the
appropriate action.

System level qualification tests were conducted both
at the vehicle level and the ASE level and then com-

bined for EMC/Tempest and acoustic environments

(Chart 19). The Shuttle configuration vehicle was

selected as the qualification test vehicle because

it also used the ASE (Airborne Support Equipment).

Any vehicle level configuration differences between

the Shuttle and Titan versions were qualified by

component level, subsystem level testing or analy-

ses.

Results of the qualification program in terms of

failures and significant non-conformances are as

shown (Chart 20). As expected, the preponderance of

the problems occurred in the Avionics equipment and

it should also be pointed out that although 10% of

the problems were in the propulsion area, there has
never been a development or qualification failure of

a solid rocket motor. Most of these propulsion
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problems were in the reaction control system. The
number of problems occurtng at the system level

qualification significantly dropped over that exper-

ienced during component level (approximately 16%) as

expected. However, it should also be pointed out
that this could have been reduced even further had

there been progrm schedule slack which would have
permitted final design changes tmplmented in the
system test components that were identified during
component level testing, prior to performing system
level qualification testing.

This data (Chart 20) also shows that although there
were a significant number of qualification problems,

only 13 percent of these were mission critical,

i.e., would have caused mission failure. This was

because the redundancy already designed into the

system merely switches to an alternate success path.

Major failures refers to the scenario that it now
takes a second failure of the same item to cause a

mission failure.

Another point, also shown on this same data, is the

magnitude of corrective actions implemented by chan-

ges. Better than 80 percent of all qualification

failures resulted in a formal design change either

to the hardware, process specifications or proce-

dures. These changes, of course, ranged from com-

plete redesign of a mechanical assembly to the addi-

tion of staking compound under a piece part. Each,

however, was reviewed and approved by the Failure

Review Board. The other 20 percent were human

error, workmanship and piece part failures and are
not addressed here.

SUltRY - This paper presented only a summary of the

IUS design for fault tolerance. All facets of the

design and testing for fault elimination and mission
assurance are much too vast for one paper. The

authors believe that the five topics presented are

the salient subjects when addressing design fea-

tures. One might ask, what about mission results of

the two flights lhus far and to that the following

is offered.

The first ILIS flight took place on October 30, IgB2
on a Titan launch vehicle. The mission was a com-

plete success and the IUS placed two spacecraft in

geosynchronous orbit with the following orbit injec-
tions errors; radius 6 nmi, drift rate 0.0567

degrees per day and inclination, 0.0175 degrees.

This mission experienced telemetry downlink prob-

lems; however, the autonomous design functioned

perfectly.

The second IUS flight took place on April 4, 1983 on

a shuttle (STS-6). This mission was not the success

that the first was but did prove correct some of the

deslqn decisions discussed in this paper.

As of this writing

necessary energy changes are slowly being made to

place the spacecraft in a geosynchronous orbit.

• Cosl Effeclive Redundsncy

• Desisn fur Aulonomy

• SillnificanI Marlins

• Flult Tolerint Features

• Test Feedback

Chart 1. IUS Fault Tolerant Design

m. ,,_

Chart 2. Redundancy Selection by Cost Minimization

L

Chart 3. IUS Program Cost Model
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GAI ]LEO ORBITFR FAIILT PROTECTION

Mission Assura.c_ Through Spacecraft Autonomous Action

Peter M. Kobele

Jet Propulsion Laboratory

California Institute of Technology

Pasadena, California 91103

Summar Z

Mission imposed requirements for reliable operation for long

duration deep-space missions, the existence of mission critical

activities for which any required ground-based intervention is

over an hour distant, and operational constraints which result in

completely unattended spacecraft operations for periods of up to

a week have dictated the implementation of autonomous, generally

software intensive fault detection and correction processes in the

design of recent JPL spacecraft. Planned for launch by the

Shuttle�Centaur combination in the late spring of 1986 as the

logical follow-on to the Voyager flybys of Jupiter in order to

perform an intense and comprehensive exploration of the Jovian

system, the Galileo orbiter is the latest, and in some respects,

the most suphisticated of these spacecraft.

This presentation will provide an overview description of

the Galileo orbiter and its fault protection system, as well as
some discussion about the rationale which drove some of the fault

protection design features. It is hoped that these observations

regarding some of the difficulties that were encountered during

the fault protection design process as well as the challenges

identified for future missio,s will prove instructive.
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The Need For Design Verification in Fault-Tolerant Systems _"

Karl N. Levitt

Computer Science Laboratory

SRI International

Menlo Park CA 94025

This paper is concerned with the Formal Verification of computer systems. In the course
of carrying out the work reported herein we have developed a number of methodologies
for verifying systems, developed computer-based tools that assist users in verifying their
systems, and have applied these tools to verifying in part the SIFT ultrareliable aircraft
computer. It is clear that with sufficient hardware redundancy, computers can continue
operating despite the occurrence of hardware failures. However, hardware redundancy
does not guarantee the absence of software failures, particularly in the software that
manages the redundancy. We show that the technique of formal verification can, in
principle, be used to guarantee that the software is sufficiently reliable so that the high
reliability promised by the use of hardware redundancy is actually achieved.

1. Objectives
By formal verification we mean showing by mathematical reasoning that a system
satisfies its requirement. By a system we mean the computer hardware and the
collection of programs that run on the hardware. A requirement is a description of the

function to be carried out by the system. The requirement indicates the system's
response to all sequences of inputs that could be applied to the system. If the
verification is successfully carried out, the system is, in principle, guaranteed to be

correct; no further validation (e.g., testing) should be required. 2 However, it should be

noted that the system might still contain some errors that require conventional testing to
uncover e.g. due to: errors in the requirement, ommisions in the requirement, errors in
portions of the system that are not verified. Thus one should view formal verification as
a systematic approach to analyzing a system that when combined with standard
methods, is potentially capable of reducing significantly the number of errors in delivered
systems.

How can it be assured that requirements are free of errors? The most obvious answer is
to produce requirements that are short enough and simple enough to be carefully
reviewed. We have found that even for very complex systems, requirements can be
written that indicate only what is essential to understand what the system is supposed to
be doing. Details of the system's implementation need not be part of the requirement. It
is our conclusion, then, that short requirements statements can be produced. In order to

IThe work reported here was supported by the NASA Langley Research Center under Contract
NAS1-1_528

o

"To understand the implications of verification, the reader might find it helpful to make analogy to
what a proof in, say, plane geometry accomplishes. Reasoning similar to what we describe in this paper is
used to prove the Pythagorean Theorem. Once verified, a theorem can be freely used in any circumstance
where it applies - the assumptions underlying the theorem {there is a right triangle with sides a, b and
hypotenuse c.) are satisfied.



beprocessibleby the verification tools,the requirement must be expressed in a formal

language. We will be referring to three different languages for stating requirements
(STI), Boyer-Moore theory and SPECIAL}. Those familiar with mathematical logic will
have no trouble reading and understanding the requirements we present in this paper.
Those who have not been exposed to mathematical logic will be able to understand the
requirements through the English comments that accompany the formal logic statements.

We wish to contrast our approach to system verification to the traditional approach, in
particular stressing why our approach leads to simpler and more believable requirements,
and why it makes the process of verifying large systems feasible. The traditional
approach, which we call code verification, is concerned with verifying algorithms
expressed in a programming language. For example a sort algorithm is shown to satisfy
the requirement that the output is ordered and a permutation of the input. (The
requirement for such algorithms is commonly called the specification.)

Code verification in itself is inadequate since it does not lead to requirements that are
short and simple. For example, an operating system consists of many subprograms. Each
of these subprograms can be given a specification: The specification for the scheduler
will indicate what it means to schedule; the specification for the directory manager will
indicate what it means for directory entries to handled properly. However, these
specifications in toto fail to clearly indicate the overall purpose of the operating system
which, in the case of SIFT, is to assure that aircraft control programs are processed
correctly. It is the interaction of these programs that determines if the overall goals of
the system are to be satisfied.

What is needed, then, is a requirement statement that addresses higher-level issues. To
achieve this, we suggest that a system requirement be expressed as a model, which we
take to mean a collection of higher-level functions together with properties (expressed as
axioms on the functions}: This model must be shown to be consistent with the
specifications for the subprograms that comprise the system; we call this process design
verification. (Code verification is then employed to show the consistency of the
subprograms' specifications with their implementation.)

Often, as was the ease in SIFT, the jump from the model to the specifications is too large
to be carried out in one step. Hence we introduce additional models, the collection of

models forming a hierarchy. Design verification, then, consists of proving that each
model is consistent with the one directly below it in the hierarchy. It should be noted
that in a well-conceived hierarchy, each model will introduce a particular element of

design; the SIFT hierarchy nicely illustrates this concept.

In support of the steps of design verification and code verification, we have developed a
collection of interactive tools. The heart of the design verification tools is the STP
theorem prover, the language which it supports being used to define the models. Besides
the theorem prover, the tool set contains various support packages, including ones that
manage the overall verification process and that output a final proof in a form that is
reasonably readable.

The code verification system supports the verification of Pascal programs whose
specifications are expressed in the SPECIAL specification language. The methodology
underlying the tools, (called the Hierarchical Development Methodolog3r [HDM]}, allows
the code itself to be decomposed in a hierarchical layering of levels. This process greatly
simplifies the verification of large programs. Another significant feature of the code
verifi('ation system is that it can be easily tailored to ilandh, any particular programming
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language. This independence of programming language is achieved through a tool called
the recta- verification condition generator, which accepts the syntax and (axiomatic)
semantics of a programming to produce a code verification system unique to that
language.

As indicated above, the scope of this project is aircraft electronics systems. Our primary

accomplishment was the development of the verification systems (for design and code
verification} and the application of the design verification system to SIFT. It should be
noted that design and code verification, as carried out in this project, do not cover all
parts of an aircraft electronics system. Missing from our verification (besides the parts of
SIFT we did not verify -- see below} are the following: Assembly-level programs,
Hardware logic, and Application programs

Consideration of these areas begins to complete a full hierarchy for an aircraft
electronics system, the components of which are:

• Application programs -- in particular, flight control programs

• Design for a fault-tolerant aircraft computer -- SIFT

• Higher order code (Pascal) for SIFT software

• Assembly level code, which in the case of SIFT is in the Bendix BDX930
instruction set

• Hardware logic -- implementation of the BDX930 instruction set

In each of these areas, we developed techniques that give some promise of being suitable
for verifying real systems.

2. Significant Accomplishments of Project
The significant accomplishments of the project are the following:

. The development of experimental verification tools (for design and code
verification}. It should be noted that versions of these tools have been used to

verify security-related properties of operating systems; this work was carried

out on other SRI projects.

. The application of the design verification tools tools to the verification (in

part} of the SIFT operating system. As we indicate later, SIFT achieves

reliability by having tasks execute on 3 or more processors, the results being

voted on after completion of each task. When an error can be pinpointed to

a processor, it is logically removed and replaced by another processor. The

requirement for SIFT (informally stated} is that the probability of producing

an incorrect result shall be less than 10"-10 per hour over a 10 hour mission.

The major property addressed by the design verification exercise and

expressed in a model is that all aircraft tasks managed by the SIFT system

will yield correct results within their prescribed deadlines, as long as the
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system is in a safe stale. Here tasks are programs that implement the

various aircraft functions (flight control, navigation, etc.); correct means that

the tasks will always get the right inputs and deliver the output as would be

produced by a working processor; within the deadline means that the result is

produced according to some preassigned schedule. Safe state, is not given a

definition at the highest model; when defined in a lower model, it means that

the number of good processors exceeds the number of failed processors in a

configuration -- voting works. We believe that this model expresses exactly

the significant functional properties of SIFT. Moreover, it should be noted

that the design verification turned up a significant design error, that

previously escaped our attention. Our verification of the SIFT design is

currently incomplete, failing to prove the following

Reconfiguration: When a processor is found to be faulty, the

reconfiguration design will logically remove from the configuration of

processors. Current work is considering this verification.

Quantitative reliability, the failure probability for SIFT is

10"-10/hour for a 10 hour mission. Our design hierarchy does include a

model, called the reliability model that expresses, in terms of a Markov

model, tile concept of system failure. However, we did not formally

relate the reliability model to the other models; this connection might

be carried out in current work. This connection by itself, however, will

not lead immediately to a verification of quantitative reliability since

the rates of processor failure and reconfiguration must be derived; these

rates can only be derived from significant experimentation with SIFT,

as currently being carried out by NASA-Langley.

3. The application of the code verification tools to the verification (in part) to a

Pascal implementation of SIFT. As in the design verification exercise, our

concern was just with the safety-related properties; we did not carry out the

verification of tile SIFT code concerned with reconfiguration. Among other
current deficiencies of the code verification effort are:

Although the code we did verify would successfully run SIFT, it is not

the code that in the SIFT system delivered to NASA-Langley. The

delivered code is a combination of Pascal and BDX930 assembly code.

Moreover, the Pascal portion is written in a version of Pascal tailored

to an efficient real-time processing; for example, it permits the

specification of absolute addresses, and accomplishes the transfer of

data among processors by a special assignment statement. Our code

verification system, supporting standard Pascal, does not handle such
features.

• The program that assures the clocks of the SIFT processors are in

synchronization was not verified. The specifications for the clock
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synchronization program were, however, used in the design proof.

• The program that handles interactive consistency, i.e., the transfer of

single source data among processors.

An initial approach to verifying assembly language programs. This approach,

if mechanized, would be used to verify that portion of a system not

expressible in a high-level language. We attempted, but did not complete,

the verification of a scheduler for a real time system. A byproduct of this

effort was a formal definition of the BDX930 instruction set in the Boyer-

Moore theory.

An approach to verifying the precision of numerical algorithms, e.g.,

navigation programs. This approach is suitable only for programs where the

correctness property (ignoring precision, the algorithm computes a certain

function}, and the precision property (the error introduced through round-off

and other error-introducing operations is bounded by a specified value) can

be handled separately.

An approach to verifying control applications. Again, separating design

verification from code verification proved to be extremely useful. The code

verification exercise proves that the program correctly implements a

particular filter function. The design verification shows that a configuration

of filters achieves a particular control law. We used the Boyer-Moore theory

to express the control law for a simple application -- the control of a vehicle

subject to bounded disturbances in one dimension.

An approach to verifying hardware logic that demonstrates the consistency

between a hardware logic circuit and a specification for the functional

behavior of that circuit. Using our method, we successfully verified a

hardware frequency comparator. A more ambitious undertaking, not yet

attempted, would be to verify the implementation of the instruction set for a

computer.

3. Conclusions and Recommendations

Our general conclusions are the following:

. This effort and others (University of Texas, Stanford University, University

of Southern California- Information Sciences Institute, Compion Company,

and the System Development Corporation) show that the mechanized

verification of complex systems is now feasible, although still difficult.

2. We are quite pleased with the progress in verification from 5 years ago when

most of the effort was on verifying algorithms (albeit complex ones).
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. \Vc are also quite pleased that comparatively simple requirements statements

can be formulated for complex statements; when one removes the

implementation detail from a description of a system what is left can be quite

silnple.

. Ill the verification of SIFT, most of the effort was absorbed in creating the

models; once created, the verification of the models was not difficult using
the STP Theorem Prover.

. Tile creation of models is not a routine activity. It is likely that inexperienced

u.,crs or those not skilled in mathematical logic will have to go through many

iterations of model creation/proof before succeeding in a verification of a

complex system. Frustration might force such users to give up before

achieving success. Several improvements below should help alleviate this

problem, including a more intuitive specification language, a library of

l)reviously created models, and tools that are more helpful in the
design/verification process.

. Tile tools we developed, although still relatively primitive and experimental,

_vere useful; indeed, a completely manual proof of SIFT would have been too

tedious and error-prone.

. The techniques for verification of numerical algorithms and hardware are still

very tentative. A major effort, perhaps of the magnitude we carried out for

SIFT, is required to fully understand the problems and to develop the tools

and techniques to make the verification process feasible.

Our recommendations for future investigation are the following:

. The verification of SIFT should be completed, including the reconfiguration

design (and code), the synchronization and interactive consistency programs,

and the actual running code of SIFT. By having the running code verified, it

will be possible for demonstrate that a verified system can withstand the

careful testing that skeptics of verification would wish to carry out. Under a

continuation of the effort reported here, SRI is moving towards a complete
verification of SIFT.

. A single specification language should be developed; in this project we

suffered through a succession of three specification languages, each with its

advantages for particular situations, but none ideal. Under contract to the

DoD Computer Security Center, we are currently developing such a

language, the novel features of which are:

• Semantics that can be completely defined in terms of the STP Theorem

Prover logic
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• Support for the creation and use of new types

• Parameterized types, to allow specifications to apply in many situations

• Specifications that can apply to a single operation or to a sequence of

operations

Specifications of temporal behavior. Current techniques require time to

directly expressed as functions. A more implicit approach, as provided

by the newly emerging Temporal and Interval Logics, give promise of

leading to more concise specifications of real time systems.

Incorporation of Hoare logic directly in the language. This feature will

allow the user to direct the verification of programs without having to

confront verification conditions. It has been our experience that errors

in programs are difficult to analyze when presented with reference to

verification conditions. Moreover, it is difficult for a user to create

lemmas that would help verify verification conditions; such lemmas are

more easily formulated with reference to the code and specifications

-- as facilitated by the inclusion of Hoare logic in the specification

language.

3.Better engineered toolsare essential.These toolsshould support an

incremental approach to verification,sincethat isthe only way a complex

system can be verified.In thisincremental paradigm, the user should be able

to compose and verifyincomplete programs, models and specifications;to

change and reverifycomponents --the reverificationbeing only forthose

components impacted by the change; and to ask for the statusof the

verificationat any time.

4. The verification of other real systems should be attempted; only by gaining

experience in verifying such systems can the verification community fully

understand what is required for particular applications and the user

community appreciate the utility of the verification technique There is

considerable effort being devoted to the design and verification of operating

systems that are secure, where security means that the operating system

prevents data flows in violation of various security models. Despite some

limitations, the most popular security model is that concerned with multilevel

security -- the allowed information flows are governed by the security level

(unclassified, confidential, etc.) of the system users and their documents.

Other applications worthy of verification are those typically associated with

life-critical functions or where errors can have a severe cost penalty, e.g.,

power plant control systems, mass transit control systems, flight-critical

aircraft control systems, or electronic funds transfer systems.
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5. As experience is accumulated in real system verification, specifications and

models should be published and made available -- perhaps over the Arpanet.

Having such documentation should make it easier for the less experienced

users to verify their systems.

4. Further Reading
The following publications are recommended for more details. The STP theorem prover
is described in [4]. The overall approach to design verification and a detailed description
of the models of the SIFT hierarchy are presented in [2]. A new logic, called Interval

Logic, that we believe will lead to readable specifications for describing temporal
behavior is presented in [3]. The Hierarchical Development Methodology (HDM)
approach to system specification and verification is discussed in detail in [11.
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OUTLINE

........................................

What is Verification

Why it is Important

Can it Eliminate the Need for Testing

How Verification Process is Enhanced by

Computer-Based Tools

How we Applied Verification to a "Real"

System -- SIFT Ultrareliable Aircraft

Computer

What are the Prospects for "Commercial"
Use of Verification

TOWARDS ATTAINMENT OF RELIABLE SYSTEMS
..........................................

Hard.Lre Redundancy Techniques Well-Known

Reliability Modeling Techniques (e.g., CARE)
Can Determine if Redundancy is Adequate

Conventional Techniques to Software
Validation (e,g,, Testing) are
Inadequate

The Reliability Requirement

Race of Failure: less than I0 -*0

for a I0 hour flight

(equivalent to a MTBF of

1 million years or operation)

I_ces of failure this sh_all cannot be measured

Reliability Estimation

from a Reliability Model

It is possible to estimate the rehabHity by use of

a probabthgtic rehablhty model

I% is also possible to get highly optimistic

feliabihty estimates by

a states or transitions do nOt match real

system,

• transit6on rates do not match real system,

• invalid assumptions of independence,

• use of negative exponential dlstrilDutions
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BUGS HEARD 'ROUND THE WORLD

.......................................

Space Shuttle Inability to Synchronize

Backup Computer

Mariner 18 Abort Due to Missing NOT

FI6 Flipped Over Crossing Equator in

Simulation

F18 crash due to Missing Exception Condit

ion

Project Mercury-Simulation

ARPAnet Collapse 27 October 1980

FAA ATC Outages

SF Muni Metro Ghost Train

Wizards Penetrating "Secure" systems

WHAT IS FORMAL VERIFICATION?
.......................................

Computers

Programs ............

Compilers { "System {
Sensors <====='> I is Safe" I

Actuators ............

Special logic

System Requirement

Note: Verification Technolgy Cannot

Handle All Components of System --

Hence Testing Still Needed, But
Can Focus on Particular Parts of

System

VERIFICATION IN PLANE GEOMETRY

A

Program to Bisect Line Segment

(i) Draw Arc Centered at A

(2) Draw Arc Centered at B

(3) Connect Intersections of Arcs

CLAIM: CD Bisects AB

How Might We Verify This "Program"



[ System [Requirement

I I
] I

V V
........................

I
Help! I
.... <--I

I I
User [

...... >I
Le==as [

I I
I J
V V

Proved Unproved

Mechanical

Verification

System

SIFT GOALS

FLIGHT CONTROL FOR ADVANCED AIR TRANSPORTS

• 10-9 PROBABILITY OF FAILURE FOR 10-HOUR FLIGHT

• 1/2 MIP INSTRUCTION RATE

SIFT APPROACH

TOLERANCE OF HARDWARE FAULTS

• MULTIPLE COMPUTERSWlTH FAULT ISOLATION

• VARIABLE-REDUNDANCY PROGRAM EXECUTION

• FAULT MASKING AND DETECTION (MAJORITY VOTING)

• AUTOMATIC RECONFIGURATION

SIFT DESIGN

HARDWARE AND SOFTWARE SIMPLICITY FOR EASE OF PROOF

• STANDARD AVIONIC COMPUTERS(S-B), STAR-CONNECTED

• FAULTTOLERANCE ALGORITHMS IN SOFTWARE

• MODULAR, HIERARCHICAL EXECUTIVE SYSTEM

• LOGICALLY SYNCHRONIZED, DISTRIBUTED CLOCKS

• LOOSE SYNCHRONIZATION OF PROCESSORS

Note: SYSTEM, REQUIREMENT and LEMMAS must

be in a FORMAL (Machine Understandible)

LanguLSe

STEPS IN VERIFICATION OF SYSTEMS

......................................

Requirements

I
[ Design

[ Verification
V

Specifications

J
[ Code
[ Verilication

V

Progra=s

I
[ Hardware

I Verification
V

HaJdware

SIFT HARDWARE CONFIGURATION

AIRCRAFT SENSORS AND ACTUATORS

I eoo -

1553A BUS

BENDIXBDX930
32K-16 bit CMOS

BROADCAST
• TRANSMITTERS
• RECEIVERS

SERIAL

INTERCONNECT

The various specifications are described in

Predicate Calculus

with Quznt, iflcztion an.d Set Theory

Each of t,he Specifications is defined by
a Set of Axioms

At, each level we must

• define a mapping

t,O the primitives of that, specification

rr_m t, he more concrete specification below it

e" t,hen show that,

each of the axioms of the specification

can be proved

as a theorem of the specification below

BROADCASTING, FAULT MASKING. AND FAULT DETECTION

GLOBAL

EXECUTIVES

SOURCE TASK

WORKING TASK

VOTER/ERROR

DETECTOR

INTERPROCESSOR

DUFFERS

RI I_ P'J P4 I_, t_

,ll-'\ll"\l I

t I(_T*_ I I (T,) I ;T*) I

I I ('TB_ I (T|") I I _TI; I

I I _('i "_ I I "-- l
_1 11 I I I i

I,'X_l ,rx,,._J I i
__ __. I tillIll i_ _ i___ I

F-255



OSCIL LAT0 RS

LOCAL TIMES

SYNCHRONIZERS

CLOCK SYNCHRONIZATION

????

FAULT TYPES: OUT-OF-RANGE TIME

iNCONSISTENT BROADCASTS OF LOCAL TIME

PERFORMANCE: 3f+ICLOCKSFORfFAULTS

50/_ MAXIMUM SKEW FOR 10ppm OSCI LLATOR DRIFT

Replication Specification

Augments the I/0 Specificatioh

with ti_e concepts of
• processors

• allocatton Q_ tasks tO Processors
• VOtlr_g and error repc)ftln_

• reconflguratlon

All processors are assumed to be exactly synchronized

No concept of

resource reQulrementsschedules

I Duffer use
_-broaOcasLmg mechanism

A& this level, we can prove that

• Major_Ly voting suffices to mask errors

Reliability IO

Analysis _SpeclllcatlonIr=,e. .:=,e. I

Error Rate Replication

Analysis"=tea =rdte__ peciflcati°nI

Acl, lvi&y

Speclftcat,ion

I.
Pre/Post

Specification

I
Pascal

Program

I
Hardware BDXg30

Fault Model Program

Broadcast Specification

Each processor has tts own clock

• hence can prove synchronization

Scheduling of tasks

Time to execute tasks, vote results, ove'rheacl

• hence can validate schedule

Space for broadcast results

At, this level, we can prove that

• an asynchronous distributed system remain

eons_st, ent. even in the presence of errors

• the individual Drograms of SIFT

can be regarded as secluentsal programs

that, do not mterfere with each o(,her

Input/Output Specification

so long as system safe remains l.rue,

specifies that
• _,aSkS ;ire execu_.ecl
• at T.he rlgh_ _.lme
• using the right inputs

• QenPraT.ing the right Out, IDUt$

The Speciflcat=on has no concept of

• processors
• reDhead, ion of (.aSkS

vet, rag

• tecon f_glUracJon

This Specification contains everyt, hing that

a flight control engineer needs to know

Pre/Post Specification

Describes sequential programs

on a single processor

Provides Preconditions and Postcondit, ions

• for each task

• for each Jt, eration of t,he scheduler

These SDeCificattons are very close

IA3 the Pascal code they define

"T_e prOgramS do whaT, t,_ey dO"
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I/O Specification

In every systom safe configuration,

l,h0 result or a t3sk is

f,he effect or applying its designated function .

¢o the results of a set of clesign3ted input tasks,

Iltd will be obt31ned within a re31 time constr3int,,

, '4* ,

/.
_tAIN EX_Ct_E AXIOM: If a task "K is 'on' and 'safe' during

iteration ], then output set Result(Z,I) will be the set

resulting from applying the proper mathematical function

t'o the input set V.INPUTS.A2, composed _ccording to the

previous set ,bstr_ction _xiom

./

I0 A2: axiom

ON. DURING (K, I}

A TASK.SAFE{K, I)

A iV I.: L e INPUTSCK) 3 C.A.RD(RESULT(L, TO.OF(L, I, Z))) = l)
3

SINCLETON(RESb%T(K, I), APPLY(FUNCTION(K), V.INPUTS.A2(I, K)))

VERIFICATION AND SOFTWARE DEVELOPMENT

---> Requirements

I I
I I
I v
<--> Ist Design

i I
I i
[ v
<--> 2nd Design

I I
I I
I I
<-- Implementation

Prototypes

Production

Systems

SECURITY: Another Application of

Verification

....................................

Organization System

Univ. of

Texas

SRI

Ford

Aerospace

Honeywell

Sytek

Merdan

Compion

Verified -- partial

or complete

Security

Guard

PSOS

KSOS-11

SCOMP

SACDIN

Secure

msg system

Security

Kernel

CONCLUSIONS

...............................

VERIFICATION Is Now Feesible, But:

- Tools are Clumsy and Fragile

- It is Difficult to Formulate

Requirements

- It is Expensive

Next Steps:

- Build Highly Interactive Tools

- Verify Different Types of Systems

- Build up Library of Verified Models
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_lichael G. llarcucci
Jet Propulsion Laboratory

AUTONOMOUS REDUNDANCY AND MAINTENANCE
MANAGEMENT (ARMMS I)
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SUMMARY OF ISSUES

AND RECOMMENDATIONS





DESIGN ASSURANCE

SUF_tA RY OF

ISSUES AND RECOMMENDATIONS

1. Design Assurance Techniques

Issue

Lack of quantitative TWT and TWTA data on

failure rate life and failure modes is lnhtbitiug

the efficient design and definition of _,dundancy

approaches aimed at meeting military and commercial

satelllte reliability goals.

There is a reluctance on the part of the sat-

elllte suppliers, users, and the TWTA manufacturers

to collect and/or discuss the data due to competi-

tive and security reasons.

Recommendations

A cooperative effort by NASA, AF, SD. and the

commercial industry is required to:

a) Define criterion for "'failure." life, and

performance on TWT and TWTA.

b) Organize a data collection activity t.o

identify and tabulate ground test and in-

orbit performance of Thrr and TNTA; (both

failures and successful operations). All

data (manufacturers, users, spacecraft,

etc.) to be coded.

c) Analyze collected data and publish failure

rates, achieved llfe time. llfe Indl-

ca tors, failure modes, etc.

Suggested OFR

SD, NASA (PRC Corp.)

2. Design Assurance for Ground Segments

Issue

Difficulties occur when (spacecraft, ground

system, etc.) controllers do not perform control or

problem correction activities as required due to

lack of current and continuous training and skills

maintenance. The controller may have performed

correctly using system (or partlsl system) simu-

lators before full-up system operation but in

certain operational situations will not because of

a lack of continuing training and fault simulation.

Re comme nda t ions

Use system simulators during operational

periods as s training tool to keep controllers

efficient. Simulators give the alternatives that

may exist and methods to utilize before that

situation occurs. This can be defined also as a

monitoring system on the controller for deviations

that creep into the operation. This simulation

capability may also create other tasks to be accom-

plished during operations, e.g., monitoring of

other operations in addition to main controller.

Simulators should be co-located with the control

centers, not at remote sites.

Suggested OPR

AF/SD. NASA

3. Destgu Assurance ior Ground Segments, ICDs

I S sue

ICDs are not in the formal MIL-STD structure,

although they contain real requirements: between

h/w and h/w, h/w and s w"_, s/w and s/w. Although

subsystems are often well defined, systems levels

are not.

Recommendatlons

Modify appropriate MIL-STDs (490, 1521.

483, etc.) to define an Interface Control

Specification, detailing s/w, peripheral,

electrical i/f requirements, and require

delivery at SSR. PDR, CDR, etc.

• Require ICD between flight and ground sys-

tems be formal CDRL item.

m Generate a specific DIC to document ICD

via MIL-STD-490.

Suggested OPR

NASA Level II

AF SPO Engineering

4. Man/Idachlne Interface

Issue

We are not alert to "Human Weariness" in =an/

machine interface design (man is hypnotized and not

alert when anomalies occur). Also, human inactiv-

ity (waiting) during serial activities can produce

"sleep." Human factors delays occur due to exten-

sive human activity and/or interaction with

computers and other equipment.

Recommendations

Improve MIL-STD-1472 requirement for human

factors planning; establish requirements to prevent

"Human Weariness" and "sleep."

Suggested OPR

SD

MIL-SrD-1472 OPR

5. Simulation

Issue

This issue is stated from a contractor's point

of view.

The customer (USAF) does not seem to be aware

of the advantages of the use of simulation as a

development tool. Specifically in the DSM project,
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simulation is a very limited training only

capability. But the STC will continue systems

development indefinitely and a sophisticated

systems simulation capability would prove invalu-

able. The current cost effective simulation

approach to determine simulation needs is short-

sighted and not really cost effective.

Recommendations

At the next Mission Assurance Workshop, have a

simulation workshop on use a development and T&I

tool. The Houston (JSC) Shuttle simulation,

including the RTCC simulation, would be very

enlightening. Attempt to get customer represen-

tation and participation. Stress cost effective

use for development and T&I.

Su66ested OPR

NSXA (Next Mission Assurance Workshop)

6o The Design Review Process

Issue

In-depth Design Reviews and Design/Fault

Analysis ou test equipment and test unit interface

b_rd_re i8 not required on many contracts. Flight

hardware is exposed to potential risk if a failure

of the test equipment or handling fixtures occurs.

Recolmendation8

Revise MIL-STD-785 and other appropriate specs
and standards, re.: Design Review requirements for

test and handling equipment for flight hardware.
Require emphasis on FMECA, Design Analysis, Single

Point Critical Failures (ior handling fixtures),

etc.

Su_ested OPR

AF/_, NASA, MIL-SPECs OPRs.

7. Fault Tolerant Equipment Design, Test, and

Reliability Predictions

Issues

• Lack of common language defining fault

tolerant design, test, and reliability
predictions.

• Need for a better understanding of "single

point" failure implication in fault tol-

erant systems.

• Design failures as they relate to fault
tolerant are not well understood.

• Performance and reliability parameters
need to be related more closely.

Recommendations

Work toward colmon language (definitions),

design guidelines, etc. to aid in developing

improved tools for fault tolerant design, test, and

reliability prediction.

Revision of MIL-SrDs (such as MIL-STD-217,

etc.) on reliability prediction, definitions, and

design requirements le recommended to include

specific requirements and techniques for fault

tolerant equipment. A FTE "Design Guidelines"

handbook is also recomended and should be based

on, and include details of design errors to be
avoided.

Suggested OPR

AF/_, NASA
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QUALITY - ILLUSION OR REALITY IN U.S. INDUSTRY?

RADM Frank C. Collins, Jr.

Defense Logistics Agency

It is an honor for me to address

such a distinguished audience and a

pleasure to speak on my favorite sub-

ject which is of such strategic impor-

tance to U.S. industry and government

alike.

Today, I'd like to explore with

you the issue of quality. Is the

renewed emphasis by industry through

the media a real reawakening to the

indisputable facts of life or is it

all just a mirage?

In my travels, l've discovered a

wide disparity of perception about

what quality is and how its achieved.

First off, I've found to my amazement,

that many in top management fail to

use scrap and rework costs as a barom-

eter for the effectiveness of their

quality program; further, I've queried

many top executives about who is

responsible for quality, only to have

them point to their QC manager or

director.

Its disturbed me to note com-

panies pouring millions of dollars

Into the purchasing of precision

equipment - while at the same time

maintaining legions of inspectors on

the payroll conducting multiplicitous

inspections on the product those

machines produce.

l've also noted companies more

interested in putting progress pay-

ments into adding new corporate

acquisitions than in upgrading and

automating equipment to improve

productivity and quality.

Why is this? Can you answer

yourself honestly and say that the

quality of the product is your

greatest concern?

I think few will disagree with me

that following World War II, the U.S.

was perhaps the only country to emerge

with our industrial complex intact.

Consequently:

I • We found it unnecessary to

complete with the rest of the
world•

2. We put quantity above

quality.

3. We became complacent - world
markets were ours.

Japanese industrial managers, on

the other hand, adopted the improve-

ment of quality as a national strategy

developing an export economy. Before

you turn me off as just another

extoller of Japanese management,

please hear me out.

These Japanese managers turned to

two American quality experts to teach

them the principles for assuring and

improving quality: Dr. W. Edwards

Demin[ - taught them the proper meth-

ods of statistical quality control;

Dr. Joseph M. Juran - taught them

management's role in quality improve-

ment. The Japanese feel that quality

and not price would win the world's

markets -and obviously they've been

right!

Consider the fields today in

which the Japanese set the quality

standards: automobiles, televisions,

computer memory chips, etc. These are

the reasons:
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Ao New U.S.-made cars incur two

to six times as many prob-

lems. Henry Ford II admitted

on a public broadcasting sta-

tion that durin_ the 1970's,

Ford, as well as the other

major car manufacturers, pro-

duced many poor quality

automobiles.

B. American T.V. sets fail two

to four times as often. So

why buy American?

C. U.S.-made computer memory

chips fail three times as

often (50% scrap with 15%

considered no concern).

As a result, the Japanese have

successfully penetrated a large market

in cars, sporting goods, microwave

ovens, CB radios, motorcycles, and

nearly 100% in video cassette record-

ers. They are likewise capturing

large shares of the calculator, T.V.,

camera, stereo components, digital

watch, radial tire, and many other

markets in which America either

pioneered or were one-time leaders.

We, who were largely responsible
for the development of sophisticated

quality control principles are now

faced with rapidly diminishing markets

due largely to our failure to capi-

talize on those principles. We have

come into shallow waters and must set

a course which will lead us back into

a position of respect and competition

in the world market place.

I believe that American industry

must first accept its responsibility

for and then make a national commit-

ment to quality. Inherent In such a

commitment is the understanding and

implementation of the steps I am about

to outline.

The first of these steps is real-

ization and acceptance of the fact

that quality begins at the top.

Too many believe that so long as

they have a OC organization, all is

well. They give lip service to "sup-

port" of their quality organization,

we don't need support of top manage-

ment, we need their participation.

For example, I visited a high

technological equipment firm in Dallas

- these people have a real quality

problem. 1 was briefed by the QC

manager who, incidently, reported to

production. When I commented on the

less than optimum situation that was

represented, I was told, "That's com-

pany policy."

Earlier, I had visited another

well known leader in the communication

field whose plant was in the Phoenix

area. In that plant of over 3,000

employees, the division vice presi-

dent, who was also the plant manager,

personally gave the quality brief

which was a comprehensive coverage of

what management was doing to promote

quality.

Need I comment on the quality of

their output? It was extremely high

in a field that is now experiencing

severe quality problems.

My reaction to management is -

don't tell me how much you support

quality - show me what you are doing

to achieve it - which brings me to

step two.

This entails provision of some

training, in the basic principles of

quality, for our entire industrial

workforce - every worker, supervisor,

and manager in industry and

government.
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A. The first group to be pro-

vided the training, as was

the case in Japan, should be

the executives and top man-

agers. Again, quality

begins at the top.

B. The bulk of the industrial

workforce in both industry

and government can be trained

by local company/government

quality specialists.

Co Design and production engi-
neers must receive extensive

training in how quality

impacts productivity.

A third important step is for

management to chan_e its attitudes

towards its workers. Management must

begin to treat employees as members of

the team who important ideas that can:

A. Improve quality and

productivity.

B. Reduce costs.

Robert Hayes, Professor of Busi-

ness Administration at the Harvard

School of Business, made some inter-

esting observations in an article he

wrote for the Harvard Business Review

entitled, "why Japanese factories

work." "In Japan," he wrote, "The

worker is ki__. In the U.S. the

stockholder is king." Management can

institute techniques such as quality

circles, rememberin_ that these will

only be as effective as management's

participation, acceptance of feedback,

and willingness to implement sugges-

tions and solutions permit them to be

and treat people as kings.

Management must not blame poor

quality primarily on the worker. They

must realize that they set the stan-

dards to which workers respond. If

the manager pushes for meeting sche-

dules and reducing short-term costs at

the sacrifice of quality and attendant

reduction of long-term (life cycle)

costs, the workers will provide the

same. Naive as it may sound, I

believe most workers want to turn out

a good quality product. They look to

management to provide them the tools

and training to enable them to

perform.

Step four is for U.S. managers to

move away from the pure scientific

management approach to product design.

You can produce almost anything under

laboratory conditions, but is it

"DOABLE" on a production line which is

regulated by various skills and moti-

vational levels, a delivery schedule,

and a profit motive?

Quality and manufacturing profes-

sionals should review preliminary and

detailed designs and use the PIT_!

screen, i.e., producibility, inspec-

tability, testability, reliability,

and maintainability. Lessons learned

should be documented in design hand-

books and programmed into computer-

aided design software.

A fifth very important step is

the detection of flaws in the com-

pany's manufacturing system, i.e.,

procedures, policies, and implementa-

tion of continuously monitored process

control systems. To those who might

argue that they already have such pro-

cess controls well entrenched and in

operation, I would suggest that they
take another look.

Finally, top management in indus-

try must elevate quality and manufac-

turin_ professionals to the executive

officer level and provide them with

the authority to halt final designs

and production lines if quality is
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being sacrificed for short-term reduc-
tions or schedules.

So far, I have been primarily

talking about steps that management in

industry must take to achieve a

national commitment to quality. Now,

I would llke to address the role of

management in government in achieving

a national commitment to quality.

Top managers in OSD, the military

services, and DLA, as well as program

managers, contracting officers, and

buyers in subordinate commands, must

impress our contractors with the fact

that quality is important to us, as

important as cost and schedule.

Speaking today for DLA _ may I stress

this! Managers in DOD must insist

that contractors design the required

quality into the product. We need to

back up our words by:

A. Demanding strict compliance

to all legitimate technical

requirements.

B. Withholding progress payments

or terminating contracts for

default, when necessary.

Co Making it more difficult for

contractors to obtain waivers

and deviations to legitimate

technical requirements.

Do Insist that contracting offi-

cers support government In-

plant QA personnel in their

efforts to obtain corrective

action by contractors who are

not meeting contractual QA

systems and technical

requirements.

As for the Defense Logistics

Agency, the DOD corm_on user buying

organization, we are in the process of

shifting from a PQA approach which

relies heavily on production verifica-

tion inspection (PVI) to one which is

the key elements of the systems

approach. Those of you famillar with

our PQA program may say that the five

elements have not changed. That is

true. We are not changing the basic

structure of our program; we are

merely redirecting our efforts to

place increased emphasis on the more

efficient systems evaluation elements.

Note, there is no plan to ignore the

product as many perceive, for produc-

tion verification has a place - but

PVI must be Judiciously used with pro-

cedures review and evaluation. Bear

in mind, the finest procedures your

production/quallty staff can produce

are valueless if not implemented on

the production floor. A procedures

review, compliance-poor system Is as

disastrous to our mutual goals as no

procedures at all.

At DLA, we have taken the essen-

tial steps to make the systems

approach a reality. The time for

preaching the nee___d to improve quality

is over. Now is the time to implement

those actions necessary to improve the

quality of products. Contrary to pop-

ular belief in this country, improved

quality is not a cost-driver, and I am

always incensed when a quality manager

or (_0 talks about the cost of qual-

ity. Improved quality reduces the

costs and labor hours associated with:

A. Repairing defective products.

B. Repairing failed components.

C. Writing off scrap.

D. Producing extra inventories

to cushion against defects.

E. Handling customer complaints.
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F. Processin_warranty claims.

G. Andmost important, the good
nameand reputation of the
firm.

Managersare going to have to
learn to think in terms of longer
range strategy and less in terms of
short-term bottom line. Weare going
to have to overcomethe resistance
that grows out of the myth that moving
from adequate to superlative quality
can only be achieved at great costs.

For some years, the emphasis

seems to have been on advertising or

marketing rather than quality. Amer-

ican industry must face the fact that

if quality merchandise is produced,

that very quality is your best long-

term marketing factor.

Dr. Juran made an ominous obser-

vation which appeared in the February

1979 issue of quality, "In my obser-

vation," he said, "No other nation is

so completely unified on the impor-

tance of good quality achievement, so

eager to discover and adopt the best

practices being followed in other

countries, so avid in training all

company levels and functions in modern

methods of controlling quality, so

vigilant in regulatin_ the quality of

exported goods. To be sure, there is

progress along these fronts in all

countries, but nowhere else is there

the broadbased sense of devotion and

especially the sense of urgency which

is so evident among the Japanese. The

Japanese are headed for world quality

leadership and will attain it in the

next two decades because no one else

is moving there at the same pace."

What progress, for a country whose

product association is "made in Japan"

once stamped into defacto, inferior in

most American consumers minds.

Ladies and _entlemen, the result

is quality for it brings not only

satisfaction to the customer, it

increases productivity, enhances com-

pany reputation, and ensures competi-

tiveness. All of these mean profit

and survivability. An excellent repu-

tation, and ensures competitiveness.

All of these mean profit and s,rvlv-

ability. An excellent reputation

built over the years can be destroyed

in a short period of time by lapse in

concern for quality. This, I fear,

has happened to many of our once proud

leaders of quality. We hear much

about quality from the media - let us

hope it is in reality, a reawakening,

not a market place illusion.

Thank you.
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ESSENTIALQUALITIESOFA SOURCEINSPECTOR
BenL. Pagenkopf

Ser_ior Representative
Safety, Reliability, andQualityAssurance

SpaceShuttle MainEngine
KASA-Geo.C. MarshallSpaceFlight Center

Theframeworkof the following remarksis a
paragraphfroma speechmadeby oneof the
world's strongest proponents for quality -

a speech made 20 years ago - but just as

appropriate today - a man not involved in

space flight but in underwater warfare - the

man, Admiral Hyman G. Rickover. The paragraph
reads as follows:

"To prevent poor workmanship, quality must be

considered as embracing all factors which con-

tribute to reliable and safe operation. What

is needed is an atmosphere, a subtle attitude,

an uncompromising insistence on excellence, as

well as a healthy pessimism in technical matters,

a pessimism which offsets the normal human ten-

dency to expect that everything will come out

right and that no accident can be foreseen--

and forestalled--before it happens."

There has been a lot of news lately about the

sad state of our school system and there is a

trend developing to get back to the basics in

education. It's good for any profession to

stay close to some basics. Admiral Rickover's

remarks contained some very basic principles

which can be applied to source inspectors.

i. An Atmosphere

"Atmosphere" is defined by Webster as "a

surrounding influence or condition."

It, one sense, this is a factor that the source

inspector has little control over because, in
the final analysis, it must be built into the

management and procurement process. The sup-

plier must be made to understand that the

bu_,ing agency is going to accept only high

quality products. The source inspector is
only one link in that entire chain. It mat-

ters little how "tough" the source inspector

is with the vendor if his management is will-

ing to accept inferior quality. In another

sense, however, the source inspector creates

his own atmosphere. Over time, he acquires a

reputation because of the type of person he is,
how he conducts himself, and the depth to which

he goes in performing his job. For example,
a certain college instructor was recently

respectfully referred to as - "he's the

toughest one here." He had a reputation of

making hard assignments and expecting much

of his students. He had an atmosphere sur-

rounding him.

A good source inspector will have an atmos-

phere surrounding him - a reputation of being

tough but fair - not expecting more than the

vendor has contracted for but demanding every
bit of what he has contracted for. If your

source inspectors have that atmosphere sur-

rounding them, ycur vendors are going to take

greater care in what they present for accep-
tance.

2. Subtle Attitude

"Subtle" is defined by Webster as "given

to or characterized by very fine mental dis-

tinctions, sharpness of perception and anal-

ysis - shrewd." Some synonyms from Roger's

Thesaurus are: "sly, artful, crafty, wily"

(dishonesty not to be implied).

In a sense you don't have to act like a

source inspector to be a good one. I have

a friend who is retired from Bell Telephone.

His favorite saying used to be "we might be

the only telephone company in town but we

try not tc act like it." The source in-

spector must not fall into a stereotyped
mold. There are more tools to the trade than

height gages and micrometers. He must look
for those subtle errors which are not obvious

on the surface. A good source inspector has

so be a digger and digging for information,

just like digging for gold, can be misleading
without careful examination. Sometimes the

gold is really quicksilver. For example, a

supplier assembled a 120-blade turbine stator.

It looked O.K. to the supplier's manufacturing

people and inspectors, the prime contractor's
source inspector, and the primo's turbopump

assembly mechanics and inspectors, but it

didn't look O.K. to the rocket engine on

which it was installed. The engine failed to

function because the blades were upside down.

Fortunately, no engine damage resulted but

heavy losses of time and money did result,

including several precious days of test sched-

ule. Now I'm not placing the entire blame on

the source inspector. This was a very sub-

tle condition but could have been caught

with a subtle attitude. The upside down con-

dition looks almost identical to the right

side up condition. A subtle attitude was

lacking on the part of several people and

probably most clearly the design engineer who

failed to incorporate a goof-proof feature.

It would have been nice though if someone
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along the way, the sourceinspectorperhaps,
wouldhavedisplayedthe characteristics of
onewith a subtle attitude - "very fine men-
_al distinction, sharpnessof perceptionand
analysis - shrewd"- anddiscoveredthe sin_i-
larity earlier. By _heway, this stator was
in a lot of eight andthey wereall assen_led
wrong. Result: approximately$_Mworthof
scrap.

3. An Uncompromisi_ Insistence on Excellence

"Uncompromising" is defined by Webster as

"unyielding, inflexible."

I have the highest regard for our _tronauts.

I have a son who is a Navy jet pilot and I

know something about the Navy's pilot train_

ink program. That program has an uncompromis-

ing insistence upon excellence in selecting

and training its personnel. Many of our

Astronauts came out of that program or simi-

lar programs. In order for a mission to be

assured, the machine must be of the same
level of excellence as the man. The source

inspector plays a vital role in this by his

uncompromising (ur_yielding) insistence on ex-

cellence.

Involved in the insistence on excellence is

the ability to be a critic. During the in-

vestigation of the near disaster of Apollo 13

a few years ago national newspapers ran a UPI

story headlined "critics needed in NASA."

Members of Congress pointed out the need for

the NASA to get some hard-nosed people who

keep asking tough questions. "You really

need some people who would not be very pop-
ular in NASA, who would not be invited to

social events, but who have a critical bent

and are not afraid to ask questions." The

Drill Sergeant who trains Navy Cadets is

critical of their performance. If it doesn't

measure up to the required standard of excel-

lence they are out of the program. The source

inspector must be critical of the supplier's

performance. If it doesn't measure up his
hardware should not be in the vehicle that

the excellently trained pilot is to fly.

4. A Healthy Pessimism in Technical Matters,
A Pessimism Which Offsets The Normal Human

Tendenc_ To Expect That Everythin_ Will

Come Out Right And That No Accident Can Be
Foreseen--And Forestalled--Before It

'_Pessimism" is defined by Webster as "a ten-

dency %o take the least hopeful view of events;

an inclination toward gloominess about the

future. An example of a healthy pessimism in

technical matters is the pilot ejection system
in most military aircraft. The aircraft are

not designed to fail but--just in case--it's

nice to be prepared. There are no ejection

seats in the Space Shuttle anymore. That means

that an extra measure of pessimism must be built

into the vehicle itself to bridge that gap.

The source inspector can be the final necessary

plank in that bridge.

Recently, an inspector was reviewing the asse_m-

bly records for an overhauled subsystem ready

to be tested on a rocket engine. He noticed

that a dimensional discrepancy had been accepted

on the basis that it had previously been ac-

cepted O.K.-As-Is on a previous material re-

view action during the original asse_ly oper-

ation several months ago. He went to the

trouble to get a copy of the material review

action, co, red figures, and lo and behold,

the present discrepancy was greater than the

previously accepted condition indicating a

potentially dangerous condition. The ached-

uled test was scrubbed, possibly saving a

$_ engine. The point is- it took a healthy

pessimism about a previously accepted condi-

tion to prevent a severe problem.

In summary, I think we would all agree that the

above noted qualities; an atmosphere, a subtle

attitude, an uncompromisin_ insistence on
excellence, and a healthy pessimism in technical

matters, are desirable in a source inspector.

We can all cite examples from our own experience

to support this. How to develop such qualities

in a person is another problem, however, and

gets to the heart of some of the questions to

be addressed by this inspection controls panel.

Obviously, these are difficult questions or

else there would be no need for them to be

addressed. In closing, let me briefly touch

on some of them.

Training. I know of no single training course

that would turn out a source inspector with

the qualities I have just described. Further,

it probably is not possible for a person to

fully develop all these traits through exper-

ience. A person possessing them is most likely

a product of a varied and complex mix of train-

ing, experience, and personality. To a large

extent, these qualities are dependent upon the
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tasi_, relalively fixed personai!_ycf _he
indi.i_.,;a!. Certain perscn_ii_ies slmTiy
uculd not mesh with the cuaii_ies lis!ed

abcve and there is no poin_ in t_v-'n-_

?sychclogica! testir_ and screening should
_herefore be considered in %he selection of

source inspectors, lm.medlateiy screen out

_hose _:h¢ are psychologically _c_nsui%ed and

t_hen selective training and day-to-day ex-

perience will be more productive.

'fecY_icai £roertise. An engineering back-

grou.nd is extremely helpful for a person with

These qualities. But then there is the prob-

lem of retaining engineers. They probably

aren'_ going _o stay in Quality if they can

make more money in Engineering - so we must

be ready to pay them and involve them in

productive work.

Workload. It takes time _o ferre_ out sub-

tle omissions and exercise a healthy pessimism.

If a source inspector is overloaded with work
and doesn't have time for some creative think-

i.n_ and di_ing, we might as well forget about

_.e _al_lc atli%ude and healt_hy pessiz_isr_

qua!!ties.

Finally, a basic concern of t_.is panel is the
control of _ "supp__e.s in regard tc materials,

process integrity, and lot/heat traceability.

If we can work toward developing source in-

specters with Rickover-type qualities, we will

have -_aken a giant step in resoivir4_ th_ con-
CerT...

c An A_m._sphere

c A Subtle At:itude

At. Uncompromising Insistence
"_,. Excellence

c A Heai_hy Pessimism In Tec.hnical
l_atters

Tc prevent poor wcr_anship, quality must be

considered as embracing all fac_crs which

contribute to reliable and safe operation.

What is needed is an atmosphere, a subtle

attitude, em "Jncom_rozf_si_ng insis_tence on
excellence, as well as a healthy pessi_sm

in _ec_mical matters, a pessimism which off-

sets _Lne ncrm.ai human tendency tc expect that
everything will come out right and that no
accident can be fcreseen--s_nd forestalled--

before it happer_. A_vi__i H. G. Rickover
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INTRODUCTION

J. A. Medina

Lefiell Manufacturing Company

Concern for Quality, as we all know, is a keynote catch phrase today.

Everyone has this concern for Quality so our systems have been geared
to parts inspection. From this have come slogans such as "Make it Right

the First time. Don't let the Buyer Beware. Build Quality into the Product."
Has anyone ever stopped to think that maybe we hinder the Quality of work-

manship by establishing inspect points? Consider this. We are concerned
with the knowledge that a craftsman (person) is hard to find in today's
work force. A craftsman is one who considers his product a work of art,
with pride expressed throughout his product. This artisan has such personal
pride that he places his craftsmanship seal on his product.

Why are craftsmen nearly non-existant? Let's think about it. We want
to mass produce so we manufacture. In manufacturing we stress how short
a time it shall take the operator. We want to cut corners to make parts
faster and cheaper. We insist on timeliness at any cost. In many cases
the operator does not have time or is not allowed time to check his work.
Would you put your craftsmanship seal on a product without confirmation
of acceptability to blueprint requirements? Think about it. How often
do we hear the following on the shop floor: "But boss, isn't it the
inspector's job to check my work? Isn't that why he's there behind me?
To catch my mistakes? You took my craftsmanship seal away from me and
gave it to the inspector, didn't you? Doesn't that make him responsible
for the quality of my work? Why then, should I have concern for quality?"
Don't you hear these phrases on occassion?

Now I ask you, is the establishment of inspect points taking away
the craftsmanship concept from the very person we look to for making a
quality product?

Let's follow along with this thought. Are the same things being

extended into the source inspector arena? Maybe the source inspector's
redundancy dilutes the quality craftsmanship that companies should

continually strive for. If you stop and think about it, the supplier
may depend on the source inspector as his double check. The source
inspector in essence affixes the supplier's craftsmanship seal. Sure we

have fine print which tells the supplier he's still liable. Does this
clause eliminate the need for repair, scrap, replacement, the paper mill
involved? Of course not. These headaches remain.

Why not consider an alternate approach --- one which can instill

pride of workmanship in suppliers; one which can make the supplier
a craftsman once again. Let us consider source inspection using a ZONE

DEFENSE concept. This has been an effective approach based on actual Space
Shuttle Orbiter program experiences.
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ZONE DEFENSE

l he Apollo program concept established that Rockwell would virtually
manufacture, assemble and test the Con_nand and Service Modules. Components
and assemblies were procured. During the Apollo program days, the Source
Inspection quality concept was based on extensive supplier monitoring.
Mandatory inspect Points were the order of the day. Their intent was to
make sure key points were not missed by the suppliers, whether it be prior
to closeout operations, at final inspections of major assemblies, or elsewhere
in the manufacturing cycle.

Final acceptance testing of the deliverable hardware was almost always
witnessed in addition to full support of qualification testing.

Prior to shipments to Rockwell, the Source Inspection Representative
reviewed the Data Package and shipping documents after verifying acceptability
of the hardware's packaging and preservation. The hardware and data were
acceptance stamped, then the shipment was made.

In contrast, the Space Shuttle Orbiter concept required that Rockwell
manufacture the Forward and Aft Fuselage structural assemblies and subcontract
everthing else. The intent was to distribute as much work as possible throughout
the United States. This is why, for example, the Mid-Fuselage was manufactured
in San Diego; the Wings were made in New York; Flight Control System manufacturing
was accomplished in Minnesota and Florida; and the Multiplexer-Demultiplexer was
manufactured in Arizona.

In addition to providing support to fifty local machine shops, the Space
Shuttle Orbiter has more than two hundred and fifty suppliers providing well over
five hundred procurements of significance. This includes special valves and
such, but excludes off-the-shelf piece parts such as electronic components.
The Orbiter concept required that Rockwell basically put it all together, test
it and deliver the Orbiter to NASA.

In turn, the Space Shuttle _uality concept stressed minimizing Source
Inspector/Field Representative involvement actions during performance of the
subcontract effort. Why? Because we felt it was the subcontractor's contractual
responsibility to deliver a quality product. In other words, the subcontractor's
quality system is the control mechanism. We wanted the Field Representative to
be more of a concerned observer.

To support this concept our established objective was to provide assurance
that subcontractors provide a quality product. Rather than provide for resident
Source Inspection personnel at subcontractors, we wanted to utilize the most
cost effective method to perform subcontractor quality systems surveillance.
To do this a Field Representative Surveillance program was established---ergo,
a Zone Defense approach.
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You may ask yourselves how we came to determine Field Representative
assignments. Well, the main points used were: high contract value, article
complexity, advanced state-of-the-art manufacturing techniques as in the case
of the Reusable Surface Insulation Tiles, and/or the lack of test or inspection
capabilities in the Rockwell Receiving Inspection function. Once Field
Repre_e_itative assignments were determined, they were assigned residency at
major subcontractors and at suppliers where significant problems had been
encountered. In some cases, assignments were also made in supplier high
density areas with itinerant coverage.

The "Zones" are as you see them here. Two supervisors have cognizance
over all zoqes: One supervisor is assigned the western half and the other is
assigned the eastern half of the United States. This is what the "W" and "E" letters
represent. These zones were established based on numbers of suppliers, proximity
to each other in relative areas and travel coverage considerations.

Guidelines for the Source Inspection Field Representatives were established
to acknowledge total adequacy of the effort. They were to assure the supplier's
quality function had implemented adequate controls/inspect points. In turn,
Rockwell Mandatory Inspect Points were very selectively applied to potential or
known problem areas, if at all. Acceptance Test Procedures were to be witnessed
but only to the extent necessary to verify procedures, processes and te_ting

techniques. This included minimal Qualification Test support, focusing principally

on test start activity as you can see. Additionally, his responsibilities included

focusing attention on known and potential problem areas, monitoring and surveying
t_e supplier's quality system and performing hardware-oriented surveys which are

based on following tilehardware through its spectrum of manufacture, assembly
and test in order to confirm that the supplier's quality system is effectively
ii_plemented.

Of course, a key factor through it all was maintaining complete con_uni-
cation with management at all times so we were aware of all field effort. A
most important tool was the Weekly Activity Report (WAR) which we insisted be
faithfully and consistently provided. These documents were passed through all
Quality Assurance management levels. They not only provided current status
but eventually became a gaging tool for this program's effectiveness.

Again, where conditions warranted, the Source Inspection Field Representative
initiated corrective action.

Troubleshooters in the Downey home office provided the necessary Field
Support for interfunctional interface, supported Field Representatives in
problem research and inquiries and were dispatched to the field to provide
on-the-spot assistance in special circumstances. When occassion demanded,

additional support was provided by in-house Inspection and Quality Engineering
groups and/or by temporary Outside Vendor Agencies such as the Vendor

Surveillance Corporation and Intertek.
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From all l've told you l'm sure you realize that implementation took some
considerable effort to "juggle all the balls and keep them in the air," so to
speak. We maintaiF_ed an average of twenty nine (29) Source Inspection Field
Rep,-esentatives, utilizing three (3) Outside Vendor Agency personnel and were
supported by eight (8) Downey home office Field Support personnel. Forty (40)
people provided support to two-hundred and fifty (250) suppliers and over five
hur,dred (500) significant procurement packages. Yes! It is an effective
approach.

We had our problems, of course. Letting go was a big one. We always,
just to be sure, want to hang on, so there was no exception here. In letting
go we had to determine which MIP's to establish, if any; we had to analyze
problems and determine which to support; and the depth of testing support had
to be evaluated. Then groundrules required formulating: to insure we knew what
we wanted the Representative to do; to be able to tell the Representative during
reorientation so he could effectively implement our concepts; and to establish
precise groundrules for Representative support implementation.

The problem with communication and feedback was on-going. Some Representatives
used the acronym "WARS" to reflect their distaste of Weekly Activity Reports at
first. As a result of continually stressing their importance this drawback was
overcome to the point that, as I mentioned earlier, they became a gaging tool for
the program's effectiveness and allowed us to monitor the program's strengths and
weaknesses. We knew whether the Representative was concentrating in the right
locale and on the right problems. If this wasn't the case, the Representative
was diverted to more important areas.

Although one might originally consider relocation to be a potentially high
cost factor it turned out not to be. Most Field Representatives were on-site
from the Apollo and B-I programs, while the majority of the rest were hired
from the area wherein they would be working. Also, by having them strategically
located within respective zones, relocation was minimal. Travel costs, on the
other hand, were on-going but were more related to automobile travel than to
airplane. Considering how much more travel costs could have been had our
manpower been in line with the Apollo program, this program was cost effective.

The last of the three major costs, outside vendor agency support, came up as
an afterthought in support of a problem area requiring temporary support. Since
assistance was necessary for only 6 hours a week over several days of the week,
their support was effective. Utilization of outside vendor agencies was much
less costly than anticipated even though more paperwork was generated in the
form of Purchase Orders and related documents.
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Rewards, from what you've just seen, include considerable work force
reduction. We supported the Space Shuttle Orbiter Program with forty (40)
people. Had we supported based on the Apollo Program concept there would
be a different tale to tell. The Apollo Program had 110 plus or minus
suppliers supported by eighty (80) people. Had comparable support been
provided the Shuttle Orbiter Program, its two hundred and fifty (250)
suppliers should have been provided support by one hundred and twenty (120)
to one hundred and eighty (180) people. It was quite a reduction. This
in turn considerably reduced General and Administrative (G & A) costs along
witl_ travel costs which I mentioned earlier.

Quality of the product provided us with the much sought-after result ---
craftsmanship. Why ---? I feel it's because the suppliers' double check was
eliminated. Overall, suppliers strived for and achieved artisanship since
we had virtually no MIP's. We have learned new ways, established new concepts
and successfully implemented new ideas. Let's not lose sight of them. Let
us continuse to build on them, keeping our target of a quality product always
in the forefront.

Oh by the way --- if you want proof that craftsmanship will provide a quality
product, here it is.
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SUPPLIER AND SOURCE INSPECTION CONTROLS

AUTHOR -- A. L. Welch and C. F. Coyan

COMPANY -- Martin Marietta Aerospace

To be more precise in an imprecise world and in an even

less precise occupation, we always turn to Mr. Webster for
convenient definition. Once such definition of control is

"to test or verify by counter or paralled evidence or exper-
iments." By various activities, some current with the

Supplier activity, and others separate and apart from that
Supplier activity, we test, verify, and collect evidence

on how well the supplier is fulfilling the requirements of

his contract and _omany times experiment with actions to
assure correction based on our preceived evidence.

With this in mind, it is evident that neither the
Supplier nor our people in the field can satisfactorily

accomplish their tasks unless requirements are accurately
and clearly defined and understood.

This definition and understanding must occur _ if
we are to have the requirements fulfilled as expected. Early

means "up front" during pre-award activities. There are two
important reasons requirements must be reviewed with the

Supplier. One is to make them aware the requirements exist
and the second is to assure the Supplier understands the

requirements and what is expected to satisfy the requirements.
This can be accomplished many ways. The pre-award bidders

conference is an excellent way for everyone to review the
requirements, hear what they mean and what is expected to
fulfill them and to hear all the questions and answers at the

same time. The important thing, however, is not "how you do
it" but rather "that you do it." Don't leave the recognition

and understanding of requirements up to chance. All of the
technical and quality requirements that we impose on any given

procurement play together to assure the reliability of the
product.

Equally as important, "up front", is the assurance that
our Representatives know and understand the requirements.
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Also, that the Representatives responsibil.,ties, authority
and implementation methods are clearly defined and under-

stood. If we don't adequately prepare our Representatives
before we send them to the field, they will be experimenters.
The Supplier will look to our Representative for guidance,
interpretation and counseling. The Representative must be
consistent and positive in their understanding of the re-
quirements, of their responsibilities, authority and their
implementation methods.

Complete, accurate and understandable Procurement
Documentation is a necessary ingredient to facilitate de-
finition and understanding of requirements. If the purchase
order or contract, engineering drawings, Quality Requirements
Documents, special provision codes and other associated docu-
ments that make up the procurement package do not clearly and
completely define requirements, you cannot expect the Supplier
to be aware of, let alone satisfy, those require,nents. I
believe that the majority of times when errors are made or

requirements are not met it is out of ignorance rather than
express intent. Nost Suppliers want to do a good job. We

need to facilitate that want by providing clear and complete
requirements definition and then assuring strict compliance to
those requirements. I believe the only way that can be
accomplished effectively is through a continuous in-depth
surveillance program. A program that is primarily geared to
evaluation and prevention rather than finding things that
have already happened. I am satisfied that many times we
impose totally adequate requirements, but then are lax in en-
forcement. Sometimes we get too engrossed in trying to inspect
Quality into the hardware that we fail to enforce all the
essential requirements that assure it's there.

I have always contended that if something is too long or
too short or too thick or a hole is too small or too big, and
etc., somewhere along the line it will be detected, ltowever,
if a particular process is not accomplished properly, the
chances of it being detected during subsequent handling or
assembly are rather remote. You'll find it when the failure
occurs. That's too late! ....

In the area of Process Control, you cannot rely on the
Process Specification and the knowledge or experience of the
operator to assure the process is executed properly. Process
Specifications fire "what to" documents, but they don't tell
the operator "how to." You need step by step instructions
for processing i_arlicular parts, and these instructions must

be validated by the Supplier and the Sotllce RCl_resentative.
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Validation is accomplished by performing the process in
accordance with the instruction and determining that the

desired results are obtained. Once this has been done, it
is necessary to maintain an in-depth surveillance program

to assure continued compliance. This surveillance must
extend to Sub-tier Suppliers to be effective.

To summarize at this point, to effectively control

Suppliers you need complete accurate requirements definit-

ion and understanding early in the program. You need

validated "how to" instructions in the process control area.
And then you need a continuous, in depth surveillance pro-

gram to assure continued adherence to all the requirements.

When you look at the workload the people in the field
have, you quickly realize that there is no way they can in-

spect every characteristic of every product produced. That

is why the title "Source Inspector" is a misnomer. The
person in the field is a "mini" Program Manager and as such

is better titled Source Representative or Procurement Quality
Representative or the like. Their primary task is to see

that the Supplier does the job he contracted to do--but not
to do it for him.

flow can we best accomplish that task? Not by inspection

alone but by judicious use of many means to enforce the re-
quirements and accomplish our end objective of "assurance."

That's the definition of management--"the judicious use of

means to accomplish an end."

Several times I have mentioned on-going, in-depth sur-
veillance programs. That's our primary management tool.
Effective surveillance cannot be left to recall or catch as

catch can. For any plan to be effective, it must be pre-
planned, detailed, documented, followed and adjusted as pro-

gress dictates. A surveillance plan is no different. Once

the plan is properly developed, implemented and maintained,
it should provide the Source Representative, as well as his

management, a detailed description of planned surveillance
activities for the Quality System, Processes and the product.
Further, it should provide a record of surveillance activities

completed, a record of Supplier performance data which can
be used as basis for adjusting surveillance (spend your time
where you're finding problems--not where you never have

problems) and afford you the means of affecting orderly

transfer of surveillance responsibility from one Representa-
tive to another.
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We at Martin Marietta have implemented a Planned Sub-
contract Surveillance Plan (SSP) for the External Tank
Program. The SSP outlines specific surveillance require-
ments and provides a record of completed surveillance
activities and supplier performance. All SSPs are
identical in format. They will vary only as the hardware,
processes, etc., vary. There is not time to review the
total SSP, but I will briefly discuss some sections.

The pages I am going to show you are not "dummied" up
versions, but were pulled from a currently working SSP.
The cover page identifies the supplier by name and address,
shows the Representative who developed the plan and the date
and shows subsequent transfers.

MI CHOUD DIVISION 1

I_OCUREMENT QUALITY I$UgCONrR_CT $_Vl[IU.,AN_ PLAN

lamlmm, _ m._tc_ los ele

k.e,

"l_Jl_._.im .mlt
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Below is the SSP outline. It outlines the specific
forms to be used in the SSP for each applicable Supplier.

The outline ori_nates in the home office and is approved

by the Chief of Procurement Quality. Any subsequent re-
vision requires that same approval + prior to effecting the

change.

You can see from the outline what the SSP contains as

indicated by the broad categories, general information,

Quality Systems Surveillnnce, Process Surveillance, Docu-
mentation, Product Verification, Non-conformance Data,

Supplier Performance Data and Shipping Data. The SSP is

the Representative's Bible.
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Here are two pages from the system Surveillance Section.
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The total section is 20 pages long and addresses every
element of the Quality System. These two pages are address-
ing "Identification and data retrieval" and "Fabrication
Control." The review period is established and the require-
ment is that each element of the Quality System will be re-
viewed a minimum of once annually. These periods can be

tightened but not loosened. You will see "SPAR" annotated
on these sheets. When the review detects a deficiency, it
is documented to the Supplier for corrective and non-
recurrence action. We have a form titled Supplier Preventive
Action Request (SPAR) that we use as a vehicle for document-
ing, tracking and resolving the deficiency.
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These pages are from the process section. One shows

a process being done in-house and the surveillance is done
locally. The other addresses a process which is subcon-
tracted and the Representative has to request support at the
remote site for surveillance. When that has been accomplish-
ed and objective evidence has been provided to the local
Representative, he up dates his record. Again, we see the
sheet annotated with "SPAR" when deficiencies were noted.
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We require that all Process Instructions which imple-
ment our approved process specifications be approved and
validated• The validation activity is documented on a
Matrix as shown here.
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Validation is accomplished at whatever level of sub-
contractor it occurs. This is evidenced by the listing of
several sub-tier processors on the Matrix. Accomplishing
this requires a considerable amount of coordination.
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These pages are from the Product Verification Section.
The first page outlines the control points for the particular
part and indicates which of the surveillance checks are
mandatory.
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The second page, titled "Product Control Point Log"

documents the control points verified on each specific part

or lot of parts. Again as you note on S/N 0000006, the
"SPAR" is used to document deficiencies. All Product
Verification Plans require the approval of the Representatives

Supervisor or the Chief of Procurement Quality.

G-27



We believe the SSP is a tool which, when developed and
implemented properly by a trained Source Representative,
facilitates requirements enforcement and provides assurance
and objective evidence that requirements have been satis-
factorily satisfied. The data provided by the SSP can be
used to motivate the Supplier.

Our Representative has the visibility to give proper

recognition where he is doing a good job and also proper
recognition where he is lax. The key here is proper recog-

nition. Even negative factors can be motivational if pre-
sented properly. For a surveillance program to provide the

desired result, it must be planned and developed so that it
is a tool and not a burden.

Success in the field is dependent upon an individual's
ability to manage and motivate the Suppliers through con-
tinuous in-depth surveillance and prudent application of
mandatory inspection points. We must be selective in pick-
ing our Representatives and then adequately train them in
the philosophy and implementation of the program.

Our Representatives need to have a good understanding
of inspection methods and equipment and should be able to
read blueprints and specifications with understanding. How-

ever, as important, or possibly more importantly they need
to possess good communication skills. They need to like
people and be able to get along with people. Think about it,
in the field they will be interfacing with all types and
levels of Supplier personnel and they can't be successful if
they can't get along with and communicate with people. Our
Representatives need to be self starters, motivated from
within. Most times, there is no one there to "kick" them out
in the morning or see that they are where they should be, when
they should be, and doing what they should be doing. When
you consider these things, it's apparent that not everyone is
suited for the job. Just because a person is a good inspector
doesn't mean they can be successful in the field. The job goes
beyond inspection. We've already said there is no way we can
inspect everything.

The persons who are truly effective and successful in

the field have those qualities mentioned above and also

possesses a sustained initiative and inquisitiveness. They

continually wonder, ask questions and probe at all aspects of
the Suppliers activities. They are "on top" of things.
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From necessity, they become a "jack of all trades" and are
always alert to potential problem situations. They know
what they don't know and will summon "expert" assistance
when needed. This is important, if someone doesn't know
but doesn't know they don't know, they can make erroneous
judgments . If someone doesn't know and doesn't want to
admit it and won't call for assistance, the result is the
same.

With one exception, I purposely have not mentioned any
specific requirements we need to develop relative to materials,
processes or traceability. The reason being that I believe
those requirements exist, are known and understood by the
Contractors. Those requirements are satisfied adequately to
the extent we do a good job if imposing those requirements,
assuring our subcontractors recognize them and understand
them and then we do a good job of enforcing them. Just as
with any requirement or law--lax enforcement breeds laxity of
adherence. Don't enforce the speed laws and people will speed.
Don't enforce the requirements you have imposed and require-
ments won't be fulfilled.

The one item I did mention was validation of "how to"
process instructions. I believe there is no area where we
can better spend our money than in the assurance of the
adequacy of processes.

In summary, the most effective way to control Suppliers,
whether it be materials, processes, traceability, etc., is

to--assure that the requirements are clearly and completely
defined in the purchase documentation--assure that the Supplier
understands each requirement and how those requirements are to
be satisfied--enforce those requirements with a planned
Surveillance Program implemented by a trained Source Repre-
sentative. Use the Surveillance Program to evaluate per-
formance of the Supplier and the Source Representative. You
can assure Supplier control to the extent you effectively
accomplish the tasks of definition enforcement and evaluation.
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PROCESS INTEGRITY,
CONTROLLING THE VARIABLES

JOSEPH M. KOZMA

QUALITY CONTROL MANAGER
HEMET CASTING COMPANY

One of the axioms or truisms of manu-

facturing is that no two objects are
ever made exactly alike. In todays
high technology fields, complex and
diversified processes are used to

manufacture components for ultimate
use in the sucess of a mission. Due

to variables which may be encountered,
controls must be established. One

means of control, known as process

integrity assists in eliminating the
risk of non-conformance. No process

is perfect, but sound guidelines

established by the prime contractor
with additional input from the sub-
contractor, enhances the integrity of

any product. Responsibility for pro-

cess integrity has taken a turn in

recent years. No longer is the prime
contractor procuring products sub-par

to specification standards, but instead
is demanding controls from the sub con-

tractor to eliminate poor performance.
With these demands, subcontractors must

evaluate ways to maintain the high
level of controls necessary to meet

contractual requirements. Prime con-
tractors and subcontractors alike have

a responsibility to establish control

guidelines. There are many ways to
control the integrity of the process
and much depends on the product being

manufactured. The following items are

not by any means all inclusive, but

are areas which I have found through

experience to have an impact on the end

product in the Investment Casting

Industry.

I. Communications - Process integrity
has more often than not suffered due

to a lack of adequate communications
between participating groups. This
failure to communicate has led to

schedule delays and improper correct-
ive action necessary to maintain pro-
cess controls. Prime and subcon-

tractors alike are responsible for
the establishment of a communications

system. Established lines of comm-
unication and proper personnel to
contact at the onset of the contract

is critical. Most prime contractors

request their procurement personnel
interface with the foundry and co-

ordinate the necessary information to

the proper channel. No matter who
the designate may be, timely exchange

of information is paramount. It has
been experienced all too often that
mis-communication or no communication

takes place when requests are made
verba]ly and no followup takes place

in writing. The old manufacturing

saying "We have been selling it that
way for years" no longer applies. If
the end item is not to specifications,
communicate and resolve the issue.

The establishment of this vital link

is a step in sound process controls.

2. Standardization of Specifications -

Many specifications utilized by prime

contractors are old and outdated; es-

pecially the Mil-Specs. All too often

prime contractors will procure invest-

ment castings to antiquated sand casting

specifications. Government should co-

ordinate with the Investment Casting

Institute to bring forth specifications

conducive to modern day high technology

investment manufacturing and to estab-

lish sound specification guidelines by

which to procure. As an example, Spec-
ifications such as MIL-I-6866 for Pene-

trant inspection relates no accept-

ance criteria, but how often do you

see this callout on a contract with no

additional acceptance guidelines?

How does the prime contractor expect the
subcontractor to maintain control of

the process when technically nothing

has been set up as an acceptance guide-

line other than unwritten practice.

In the same light, interpretation of

a given specification can have a major

impact on the subcontractors ability to

maintain integrity in a process. Other

areas of concern to the subcontractor

is timely transmittal of the current

revisions to required specifications
which will be utilized in manufacturing

the product. Callout of specifications

with revisions on requests for quotations

aTa-n-area sadly neglected) and timely
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responses to subcontractors requests
to the prime contractor for review of
questionable areas within a specifica-
tion. All of the above areas needto
be clearly defined by prime contractors
befo:-? process controls can be in-
stituted.

3. Prime Contractors Surveys

The foundries of today who compete
for the contracts of "state of the

art" castings can ill afford not to

comply with prime contractor re-

quirements. Prime contractors who

survey facilities for process controls

should be able to recognize a sub-

contractors cababilities. An ade-

quately trained survey staff who pro-

perly completes a survey of a pro-

spective subcontract facility can

determine immediately if that facility

will have a problem meeting contract-

ual requirements and maintaining the

process integrity necessary to meet

scheduling, dimensional or non-dest-

ructive testing controls. It is the

,rime contractors responsibility to

_nsure subcontractor compliance,

.yen before the contract is' placed.

.in area which needs serious consider-

ation is the number of surveys per-

formed yearly. Many prime contractors

survey a subcontractor by divisions

which may mean two or three surveys

yearly by one prime contractor alone.

When a facility such as an investment

foundry has as many as seventy sur-

veys a year by fifty different prime

contractors, time/cost/manpower become

a large questionmark. We must all work

(at all levels) to standardize sur-

veys into an accepted standard, usable

by all, in order to reduce the high

cost, the high manhours necessary to

perform the surveys and better util-

ization of manpower. Surveys play

a key part in assuring process integ-

rity.

4. Documented Controls - Due to the

complexity of producing a product

within an investment foundry, processes

must be documented throughout the

facility and constantly monitered by

both Quality and Engineering personnel.

Controls must be established in writing

and constant inspection by Quality

Control to insure compliance is a key
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element to controlling the variables

of process. As an example, raw ingots
received from suppliers must have

pro ep_ercertification of composition

and immediate analysis by the foundry

of the prime ingot will insure process

stability through analysis. Heat

treat surveys should be monitered

closely for compliance with customer

calibration requirements, especially
when performed by an outside source.

The foundry must survey and maintain a

subtier control file to insure full

compliance with customer specification

requirements. Inspection results of

dimensional findings, properly docu-

mented, will show trends, and if util-

ized properly, _an have a drastic impact

on controlling processes. All of these

controls are primarily subcontractor

requirements and primarily internal,

but prime contractors must be assured at

all times that these controls are in

fact, in effect. This is best done

through the prime contractors survey

reports.

5. On Site Inspection - Here is prob-

ably one of the prime contractors best

tools in controlling the product. The

utilization of Source Inspection has

several positive aspects. In a high
volume subcontract facility, a resident

Source Inspector can accomplish more

to maintain the integrity of the pro-

duct than any single or combination of

elements within the prime contractors

establishment. _dern cost effective

means of source utilization can have

a high impact on piece price reduction,

higher yields in shipments and imme-

diate interface with the prime con-

tractors Quality or Engineering groups

when problems do arise. The use of

either the prime contractors own rep-
resentative as a resident or the use

of a contracted resident inspector,

such as "FLAIR" has proven "On Site

Inspection" to work and has reduced

problems drastically.

6. Equipment Todays modern foundry

is constantly striving to reach new

heights in the field of controlling var-

iables inherent with the complexities

of the processes. Looming on the horizon

and staring the investment foundry in

the face is the probability of prime



contractors requiring the foundrys

to produce a product more and more
in the advanced state of completion.

Instead of simply producing a raw

casting foundrys will be required
to perform machining and finishing
details. At this point, many prime

contractors are realizing machine

costs and finish costs are prohib-
itive inhouse and therefore are

electing to have the foundry produce
the product complete at a slightly

higher cost but for less than the
prime contractor can do the job.

With these demands, newer equipment
must be procured and additional
variables will have to be dealt with.

During the twentieth century, great
strides have been made in foundry

science and technology. Foundry

equipment has undergone a major rev-
olution, permitting a high degree of
mechanization, which better controls

uniformity. Within a foundry repeat-
ability from one part to the other is

best obtained by automation and re-
:,oval of the human variable. In-

pection equipment such as the co-
,.rdinate measurement machin_ inter-

faced with a high speed computer,
has been able to reduce inspection

time, supply more useful data and

allow interfacing computer tech-
nology to statistical control.

7. Training - Adequate training of

personnel responsible for insuring

process integrity is an ongoing re-

quirement. The twentieth century
forces of change have greatly affected
Quality functions. Modern methods of
control of various processes have

little meaning if the person mon-

itering the controls lacks knowledge
of its function. Government, Prime
Lontractors and subcontractors all

have a responsibility to insure

properly trained personnel are avail-
able to monitor these processes.

Selection of personnel based on factors
conducive to process knowledge by

an entity is paramount. Personnel
who are selected and trained must un-

dergo additional skill development

training periodically in order to
insure keeping abreast of process

changes. Areas of interest such as
non-destructive testing can have

mutual gains during training sessions
if both prime contractors and sub-con

tractors partake in the training to-
gether. This type of training allows
mutual understanding of interpreta-

tion of specifications and broadens
the scope of expertise in the field.

8. Statistical Controls - Modern Com-

puters have enhanced the meaning of
statistics. Inspection equipment of

today, automated machinery, and higher
skilled personnel allow the use of

statistics to maintain process integrity.
Proper documentation of findings at

any stage of the process allows Quality

to determine trends early enough to have

a positive meaning. Computer aided charts

and graphs used to control time, tempera-
tures, pressures, viscosity, dimensional
results, heat treat results, chemical

and physical test results, to name a

few are now being implemented in the
modern investment foundry to control

process integrity. These statistical
results enhance price controls as well
as variable controls. The innovative

controls of tomorrow are made by the
people working to maintain process

integrity today.
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SOUND GUIDELINES
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I.

Uniform Interpretation of Quality Specifications

R. E. Fear, Deputy, DCASMA Inglewood

FO(_S: Mil I 45208A and MIL Q 9858A Requirements - Prime Contractor

control of subs/vendors

A. Disagreements between Government and Prime Contractor over sufficiency

magnitude controls

i. Result from misunderstanding/misinterpretation?

2. Degree of intent?

B. Disagreements not necessarily surprising or unusual

Co

i. Emanate from procedures review and/or product deficiency

2. Time consuming, often counterproductive, emotional polorization

Solution - Working together - resolve current problems and avoid

future disagreements.

II. Review MIL I/Q Requirements

A. DAR XIV Guidance regarding MIL I/Q requirements

B. Essential elements MIL I/Q

C. Guidance/requirements clear enough?

D. Mentality - Contractor latitude developing controls
E. Compare NHB 5300.4 (IB) and 5300.4 (IC)

III. Reduce misunderstanding/misinterpretations
A. H50 - H51

B. QARCertification - PQAP Course
C. Post Award Conferences

IV. Degree of Intent

A. Quality attitude (zero defects) or just get by?

B. Goverrm_nt Source Inspection at sub-contractor facilities

V. Recommendations

A. Current Problems

i. Dialogue - Q specialist to Q specialist

2. Impasses - Elevate contracting officers
B. Avoidance

i. Determine bredth/depth of problems

2. Ascertain cause: misunderstanding, misinterpretation, degree of
intent

3. Consider joint industry/government training

4. Consider revision of specs

a. Incorporate guidance H50, 51

b. Incorporate NASA specifics 5300.4 (IB) or 5300.4 (IC)
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ALUMINUM TASK FORCE ON PLATE SOFT SPOTS

Paul V. Mara

Aluminum Association

ABSTRACT

This paper discusses the value and the limitations of using electrical conduc-
tivity for monitoring the strength of aluminum alloy plate. The variation of conductivity
and mechanical properties with quench rate is detailed and the process for distin-
guishing metal with a marginal quench from metal with a good quench is described.

The factors which influence conductivity other than quench rates are also dis-
cussed. These factors include lot-to-lot variations in chemistry and laboratory-to-
laboratory variations in test methods and test equipment. Because of these varia-
tions, it is concluded that conductivity is an excellent tool for in-process quality con-
trol where one operator using one instrument can check the conductivity of one piece
of plate for differences which may indicate differences in quench rate. It is not,
however, an effective acceptance test because of the large errors which can be intro-
duced into the measurements. The final referee for metal integrity must remain the
mechanical property tests.



INTRODUCTION

In recent years the aircraft industry has made signficant strides to improve the in-
tegrity of its aircraft by improved methods of monitoring the quality of aluminum plate. One
relatively common method used for this monitoring is electrical conductivity as measured
with an eddy current instrument. While the metallurgical mechanisms involved in solution
heat-treated plate are well documented and understood' ,2,caution must be exercised with
respect to attempts to establish direct correlations between metallurgical characteristics
and conductivity values. Although electrical conductivity measurements are useful, there
are limitations to their precision and accuracy. This paper describes the experiences of
aluminum producers with electrical conductivity and attempts to illustrate its usefulness
as well as its limitations.

Electrical Conductivity Measurements by Eddy Currents

In the eddy current method of determining conductivity, the conductivity meter
generates a high frequency alternating current which is passed through a coil in the probe.
When this probe is placed on a piece of metal, secondary or eddy currents are formed in the
metal to a depth of about 0.030 to 0.100", depending upon the characteristics of the metal
and the meter being used. For a steady state condition, the eddy currents formed are a
function of the metal's conductivity. The eddy current in the metal generates its own
electro-magnetic field which acts on the field of the probe producing a change in the elec-
trical characteristics of the coil circuit. The magnitude of this voltage change can be
measured by the meter and indicates the near surface conductivity of the metal. The con-
ductivity is usually expressed as a percentage of the 100% conductivity on the Interna-
tional Annealed Copper Standard (% IACS).

When alloying elements are added to aluminum they can have widely differing
effects on electrical conductivity depending upon whether they are in or out of solid solu-
tion. When alloying elements are in solid solution, their effect on electrical conductivity is
significant. Many of the non-strengthening elements such as vanadium, chromium, man-
ganese and titanium have a dramatic effect on conductivity with little or no contribution to
strength (Figure 1)?3When alloying elements are out of solution (i.e., in discrete second
phase constituents) their effect on electrical conductivity is much smaller, sometimes
reduced by as much as a factor of 10." Any thermal operation may affect the amount of
dissolved elements in a plate and change the conductivity. In this manner, electrical con-
ductivity measurements are useful for following changes in the amount of solute in solid
solution through the quenching and aging processes. (Conductivity is, however, affected
by other factors such as measurement errors, and these will be discussed in later
sections.) The following section discusses the two main uses of conductivity, as a quality
control tool in monitoring quench performance and in monitoring aging for corrosion resis-
tant tempers.

Applications of Electrical Conductivity as a Quality Assurance Tool

Monitoring Quench Performance

During solution heat treatment, the various soluble elements in an alloy dissolve
into solid solution. Quenching retains these elements in a supersaturated solid solution
provided the quenching is rapid enough to prevent diffusion and precipitation. The
temperature range where quench rate is critical is approximately 750°F-550°F for most
alloys (Figure 2).'_ Above this range the super-saturation is too small to be of importance
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and below this range the diffusion rate becomes insignificant. If the quench rate is not fast
enough to prevent precipitation, then whatever solution precipitates during the quench will
be in the form of coarse, non-homogeneous particles and will be unavailable for strength-
ening. The only correction for this situation is reheat treatment.

In general, a faster quench rate will produce a lower conductivity than a slower
quench rate. However, the degree of change in conductivity depends on the quench sensi-
tivity of the alloy. Figure 3 shows three different alloys and the changes in their conductivity
with varying quench rates. '6 Alloy 6061 (AI-MgoSi) shows very little change in the con-
ductivity over a wide range of quench rates. On the other hand, 2024 (AI-Cu-Mg) and 7075
(AI-Zn-Mg-Cu) both show a significant degree of quench sensitivity over a wide range of
quench rates. Therefore, if either the 2024 or the 7075 had a large variation in quench rate
within a plate it would be detectable. The quench rates normally experienced in plate are
from 10-100°F/second over the critical temperature range of 750°F-550°F. The effect of
quench rate on yield strength is shown in Figure 4? 7

To use conductivity to detect a variation in quench rate, it is desirable to allow
enough time to lapse after quenching for the W-temper conductivity of the plate to stabilize
(Figure 5).'e This minimizes natural aging time as a variable. However, since processing of a
plate in a mill may take up to several weeks, it is desirable to measure electrical conduc-
tivity in the freshly quenched W-temper. In this manner any problems with a quench system
or practice can be promptly detected and corrected. It would be desirable to develop a cor-
relation between W-temper electrical conductivity and T-temper properties that would
assure a given W-temper conductivity would meet final properties. However, because of
many variables in measurement, conductivity values are imprecise numbers. As a result,
the correlation developed (Figure 6) '9 is also imprecise. The spread of the date precludes
the establishment of an absolute value for an acceptable conductivity. By using a conser-
vative number for W-temper an early warning system can be established to prevent
marginal metal from being processed.

The second and perhaps most valuable use (considering current quench design) is
to check the uniformity of the quench rate. The many variables which affect conductivity
are minimized by having one operator use one instrument to measure the conductivity in
several locations on one plate. A large difference in conductivity serves as a flag that
further metallurgical evaluation is necessary.

Conduct/v/ty for Monitoring of Aging

When an alloy is aged after being solution heat-treated, the alloying elements in
solution are precipitated out and electrical conductivity is increased. This makes it pos-
sible to monitor the aging process by measuring electrical conductivity. Advantage is taken
of this when improved corrosion resistance is desired as in the T7-tempers. It is possible to
verify that the correct degree of aging is achieved by using electrical conductivity
measurements in conjunction with mechanical properties. This assumes that the conduc-
tivity of a plate of a given alloy is primarily effected by the aging operation.

Limitations of the Correlation Between Conductivity and Mechanical Properties

Since electrical conductivity is helpful for in-process monitoring and for indication
of corrosion resistance, it is logical to attempt to use it for verification of mechanical prop-
erties. Figure 7 shows a yield strength vs. conductivity plot for lots of 7075 with a variety of
quench rates? ° For a given conductivity measurement, the width of the 95% confidence
band about the regression line is approximately 18 ksi. This generates a high degree of un-
certainty when one attempts to predict mechanical properties from electrical conductivity.
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Reasons for the poor correlation fall into two categories:

1. Lot-to-lot variation of chemical composition.
2. Measurement errors such as those due to meter sensitivity, calibration

standards, operation variations, temperature, and geometry effects.

Effect of Chemical Composition

One way of showing the effect of alloying elements on conductivity is to calculate
the conductivity for the extremes for the composition range for the alloy. Table I shows the
effects of the alloying elements on alloy 7075 resistivity. _' (Resistivity is used for calcula-
tions, since resistivity effects are additive.) In these calculations, an assumption is made
as to the percentage of each element in solution. Using this information and the minimum,
nominal, and maximum compositions for 7075, it is possible to calculate the resistivity of
these compositions. When converted to conductivity, the significant effect of composition
variation on an alloy's electrical conductivity can be seen. The composition limits of the
registered range of the alloy 7075 could result in a conductivity variation of 4% IACS. =0

These theoretical calculations are supported by the example shown in Figure 8.
Several lots of 7075 were quenched in warm or cold water and then checked for the
W-temper electrical conductivity. Since magnesium has one of the larger effects on elec-
trical conductivity, conductivity is plotted against magnesium content. Scatter bands for
the data at both quench rates are shown. It is seen that for both quench rates the composi.
tion has a significant effect on conductivity. In fact, conductivities between 30.2 and 30.7%
IACS (Fig. 8) can be achieved with two widely divergent quench rates due to the composi-
tion differences. 22

Measurement Errors

In an industry survey testing program sponsored by the Aluminum Association, 1"
thick samples of 2024-T351 and 2124-T851, 7075-T651, and 7075-T7351 were supplied by
each of three aluminum producers. A fourth producer supplied samples of 2024-T351 and
2124-T851. All fourteen samples were sent to 8 different locations to have conductivity
measured. These locations were either fabricating plants or technical centers of various
companies. The samples had a 1" circle marked on one surface and the conductivity was
measured inside the circle. Each location used its own standards and procedures for their
measurements. The conductivity was measured at a temperature between 68 ° and 80 =F on
all samples. A list of instruments used is given in Table 2.

Figures 9A through 9D show the distribution of conductivities measured on each
sample. Several samples showed a range of measured conductivities of 1% IACS. The total
distribution of conductivity readings for the four samples of each alloy is shown in Figures
10A through 10D as well as the specific data for each instrument. Some of the instruments
show a range of conductivities for a sample that scarcely overlapped other instrument's
measurements. This variation between instruments accounted for the largest portion of
variation in the trial. Variations such as these were surprising considering the familiarity of
the test locations with conductivity procedures. The fallacy of trying to measure conduc-
tivity to 0.1% and using those values for lot acceptance is pointed out by these large
variations.

Figure 11 shows the differences between readings when operator, mode of opera-
tion (AC or DC) or source of calibration standards are varied. One observation for each of

these conditions was chosen as an example from data supplied by the industry survey.
Figure 11a shows the readings of one operator plotted as a base line with the
measurements made by a second operator plotted as a deviation from the base line. All
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other variables were held constant for this data plot. A similar situation is true for figures
1lb and 11c. While there are some variations between readings when these variables are
considered, the variations are smaller than the instrument-to-instrument variability.

Error is also introduced if a test standard is used at a different temperature from the
metal being measured or if a test standard is used with a different temperature coefficient
from the material being tested. Figure 12 shows the error introduced when various metal
standards were used for calibration and readings taken on aluminum at various temper-
atures. 23

Geometry effects are shown in Figure 13 on readings taken near the edge of a piece
of metal. =` Depending on the type of eddy current instrument and its frequency, the depth
and size of the region tested vary. Consequently, some instruments are more sensitive to
measurements near an edge.

Conclusion

This paper has shown the value and the limitations of using electrical conductivity
to assure the quality of aluminum plate. Electrical conductivity procedures are very useful
asan in-process tool for monitoring quench variations over the surface of the plate. Con-
ductivity is also a valuable tool for verifying that 7XXX series alloys in T7 type tempers are
adequately aged to provide good corrosion resistance. However, it has been found that it is
difficult to assure specific mechanical properties using electrical conductivity due to the
many sources of variation. It is therefore concluded that the final decision on the accept-
ability of heat treated plate should depend on mechanical property testing.
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FORGINGSOFTSPOTS- THE
PROBLEMANDITS RESOLUTION

Dennis P. Mastersom
ALCOA

FORGING SOFT SPOTS

PROBLEM SOURCES:

i. Racking procedures that inhibit quench circulation

through the heat treat load.

. Sensitivity of overaged 7XXX-T7XXX tempers to the

total aging process.

1 Forging configuration and its inherent influence

on quench rate.

4. Homogeneous versus heterogeneous aging phenomena.
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AIA-AA TASK FORCE ON HEAT TREATMENT
OF ALUMINUM ALLOY EXTRUSIONS

R, V. Carter
Chief, Metals Technology

Boeing Commercial Airplane Company

In 1979 it was discovered that

aluminum alloy plate being supplied by

one of the major producers was
inadequately heat treated at the mill.
It was evident that this had been

going on for quite some time and that
suspect material was in warehouses, in
fabrication by users, and in service.

The deficiency was in the form of soft
areas on one surface of the plate,

occurring at random locations, but not

generally at edges or ends of the
plate. It was determined that the

soft spots were easily detectable by
eddy-current electrical conductivity
inspection with test equipment

commonly available in the producer and
user facilities. The cause of the

soft spots was quickly determined and
corrective action was taken by the

producer to prevent continued
production of deficient plate. The

problem was associated with steam

pockets generated during spray
quenching of solution-treated plate
causing local interruption of the

quench and allowing reheat of quenched
material.

In late 1980, similar problems were

discovered in aluminum alloy forgings
heat treated by two of the largest

producers of that product and it was
again evident that this had been going
on for quite some time. This time the
soft spots were developed during

immersion quenching of the solution-
treated forgings. Specific causes

were inadequate racking which allowed
forgings to contact each other or
heavy fixtures, too-close spacing both

horizontally and vertically, racking
with cavities down, quench overload,

poor quenchant agitation, and racking
which allowed steam generated by some
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forgings to interfere with quenching
of others. Again, NDT methods that
would have detected the problem were

readily available and in common use at

forge facilities.

The impact of the problem was severe

and costly to producers and users
alike, causing extensive testing, and
re-inspection of more than 100,000
articles in stores, in fabrication,
and in some cases in service.

All of these processing abuses were
violations of well known basic rules

of quench practice, so fundamental

that they were not spelled out in heat

treatment specifications. However,
the real weakness in the process
controls was not in lack of rules

regarding racking methods or the
prevention of steam formation, but in

lack of surveillance requirements that
would have made detection of soft

spots inescapable at the heat
treatment facility.

Two types of new requirements were
added in early 1980 to MIL-H-6088,

"Heat Treatment of Aluminum Alloys" to

provide the needed coverage for spray
quenching of plate. At that time, it
was thought that the problem applied
only to plate and to spray quenching,

although minor indications of
interrupted quench were seen on one or
two extrusions.

In early 1981, recommendations were
made to handle the problems of

quenching of forgings, castings, and
extrusions by both immersion and spray
quenching. These recommendations took

two approaches; first, general rules
of good quench practice regarding
spacing, racking, water temperature,

fixturing, and quenchant agitation and
second; facility qualification, record
keeping, and product surveillance. In

negotiation of the details of these
changes, it was decided that quenching



practices and inspection methodsfor
extrusions were not adequately
understood and specification changes
for extrusions were deleted with an
informal agreementthat producers and
users would get together and study the
problem. The changesfor forgings and
castings were released in mid-1981.
It was later learned that someof the
inspection methodslevied were not
appropriate for castings and these are
nowbeing addressed.

TheAircraft Industries Association
and the AluminumAssociation then
formed a working group to address the
neededcoverage for extrusions. This
task-group met in October 1981 and
agreedon somegeneral rules for
quenchingmethodsand product
inspection. It wasdecided that plate
could be used to qualify and monitor
quality of the spray quenchfacility,
and procedures were worked out. The
details of specification languagehave
been agreed uponby the two associa-
tions. Both groups believe the
results provide necessary, reasonable,
and economical requirements to protect
producers and users from the threat of
an industry-wide problem in heat
treatment of extrusions.

This method of handling problems of
this type is slow. Both associations
had to circulate drafts and redrafts
to their memberships and it is antici-

pated that the final specification
change will also be circulated to

producers, users and final-product
users before release. Two years have
passed since the decision to defer the

changes to extrusions. However, we

believe that this task-force approach
is good, that the changes are both
reasonable and effective, that a

better understanding of producers and
users concerns now exists.
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TESTING ALUMINUM PLATE WITH
AN AUTOMATIC ELECTRICAL

CONDUCTIVITY TESTING

SYSTEM

James E. Duarte

Corporate Quality Assurance
Reynolds Metals Co.

In manufacturing, the use of valid
non-destructive tests is a desirable

procedure. For aluminum plate,
there are destructive tests

performed in the physical testing

laboratory that produce significant
information about the quality of the
product. Metallurgical samples are

cut from the edge of the plate to be
used for these destructive tests. To

avoid taking random samples
throughout the plate and thus,

destroying it, an assumption is made
that the entire plate is homogeneous.

The edge samples are machined to a
specific size called a coupon.
Coupons are broken by a pulling
procedure to obtain information

related to the physical properties of
the metal; e.g. ultimate yield
strength. A non -destructive test
that allows information to be obtained

for an entire heat treated plate is
also in use. The non-destructive

test uses an eddy current meter to
determine electrical conductivity
(EC) in % IACS (International
Annealed Copper Standard). A

probe is moved over the surface of
the plate for these measurements.
In this way the entire plate can be
tested to monitor quality with good
confidence. This is essential when

supplying heat treated plate to the
aircraft and aerospace industries.

Although EC testing used as a
supplement to physical testing of
edge samples yields additional
information about the true

homogeniety of the metal, the
standard EC testing procedure is

time consuming. To perform the test
manually on both sides of a plate

requires considerable handling of the
plate. With plate measuring from

.250 inches up to 6 inches in
thickness and several hundred

inches in length, handling can

become a major time consideration.
Plates are moved via small cranes,
one-at-a-time to racks that can be

transported by lift trucks. When
the racks reach the inspection area,

the plates must again be handled
one-at-a-time at an inspection

station. After a plate is finally
positioned, the probe is placed on
the surface of the plate at intervals

related to some grid pattern, for
example, 4 inch centers. When the

top surface is completely scanned,
the plate is then moved by the same
type of small crane to overhead saw
horses. The overhead saw horses

allow for inspectors to move under
the plate and test the bottom surface

using the same grid pattern as the

top surface. During this operation
only the maximum and minimum EC
values from each surface are

recorded. Trying to record all
values would be an almost impossible
task and would further delay future
processing of the plate.

In an attempt to decrease the amount
of time involved and increase the

amount of information obtained from

each plate tested, Reynolds Metals
Co. contracted with Robertshaw
Controls to build an automatic

conductivity testing system (ACTS).
Reynolds wanted a piece of
equipment that would scan both
surfaces of a plate simultaneously
and keep the EC values for further

analysis of plate quality. The
venture of reading the EC from both

sides of a plate at once and digesting
all of those readings became quite a
project. First, a rol.I bed to move
the plate was needed to feed the
plate to the EC measuring device.

Next, the probes for reading the EC
needed to be properly positioned
with the ability to scan across the
plate. Last, a mini- computer

needed to be attached to the system
for control, data massa9 e and
reporting of results.
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At this point looking at the last step
first and working backwards may be
the best approach. A PDP/1103
MINC system was chosen to control

the operation. The computer

controls three major aspects of plate
testing: 1) the speed at which the

plate moves along the roll bed past
the eddy current probes, 2) the

speed that the probes scan the plate
via a pneumatic drive, and 3)the

collection of readings made by the
probes. Operators enter commands

to the computer through a VT100

CRT next to the testing equipment.
There is also a low-speed impact
printer (1200 baud) at this location

for report generation.

The difficult part of physically
moving the plate through the device
while scanning it was manifest most

dramatically when processing
non -flat plate. The frame that

houses the probes can be adjusted
vertically to accommodate plate from

about .313 inches up to 6 inches in
gauge. The width is fixed at 72

inches. Depending upon the location
of the probe on the plate, there are
places where the plate is flatter than
others. Non-flat surfaces caused

the probes to change their reading
angle with respect to the surface.
This problem was called "lift off". It

resulted in erroneously high
readings. Another "lift off" type

problem that haunted the system for
a time was related to signal noise
when the roll bed motor was engaged
to move the plate past the probes.
Bringing the roll bed motor to the
desired travel speed all at once also

gave an erroneous high readin 9 to
the computer. Rechecking the areas

of the plate with hand-held
instruments verified that the

readings were, in fact, too high.
Through software enhancements,
redesigning the probe carriage and
slowing the start-up, these problems
have been all but eliminated.

When the plate is scanned, the

computer processes the readings and
prints a report on the local impact

printer. The operators of the ACTS

at this point have a general overview
of high and low readings, the

average, standard deviation and any
points outside the specified tolerance
limits for the alloy and temper of the
plate just scanned. The data are

held in the mini- computer and other

programs can be run to print out
"exeception" reports. These reports

are printed after the operator enters
a range for the EC values to be

examined. This range may be as
wide or as narrow as the operator
wishes. Exception reports allow the

operators to see if there are any

patterns to the EC readings for the
surface of a plate. Coordinates for

any readings outside the range
specified by the operator are
printed. With this information the

operator can recheck any areas of a
plate in question with a hand-held

eddy current meter. Line-printer
plots also accompany this report so
that the operator can see the

intensity of readings outside the

range. This is a rough plot and the
printer is slow compared to a high
speed line printer seen in computer
rooms, but it is helpful to the
operator inspecting the plate.

The hardware configuration of the

mini-computer includes dual floppy
diskette drives. With read/write

capabilities on these drives, data
collected after reading a plate can be
stored on a floppy diskette. These
data can then be transferred to

other storage media for further
analysis. It should also be noted

that new equipment for quenching
heat treated plate was installed at
about the same time as the ACTS

equipment. With data storage and
transfer capabilities available, some
sophisticated software could be
interfaced to help evaluate the new
quench equipment as well as monitor

the quality of heat treated aluminum
plate.

The first step in performing any
data analysis depended upon rapid,
accurate data transfer from the
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ACTS to the Reynolds corporate

AMDAHL computer system. A system
of 1) copying data from the diskette

of the ACTS to magnetic tape on a

sister PDP/ll and 2) mounting the
tape on the AMDAHL, became quite

arduous. Several hand-carry
operations were necessary because
the three computers were in

different physical locations. The
diskettes were either mailed or

carried from the Chicago plant

location to Richmond, Virginia, then

taken to the facility housing the
sister PDP/11. After the magnetic

tapes were created they were
hand-carried to the Reynolds
corporate computer room for
mounting and transcription. Several

editing routines were also necessary
at that point to put the data in a
usable format. All these growing

pains have been overcome and the
diskettes are now read and data

transmission made directly to the
AMDAHL via an IBM SYSTEM 38

located at the same Chicago plant
facility as the ACTS.

Making the data available on the
Reynolds corporate computers

opened many doors to access
additional software. The first

program package used was the
Statistical Analysis System (SAS®).
A product called SAS/GRAPH TM had
been introduced about that time with

several procedures for graphics
displays. The G3D procedure was

chosen to display the EC values from
readings taken on each surface of
the plate (Figure 1). Different EC

patterns are seen depending on the
alloy, temper and gauge of the metal
combined with the water pressure in
the quench and the rate of travel of

the plate through the quench
(kickout speed). With these plots
the engineers can see the results
from different water spray nozzle
positions and angles. Likewise, the

metallurgists can see the effects of
changes in kickout speeds and water
pressures. The 3-dimensional

conductivity plots have opened a

whole new perspective on quality

monitoring.

Studies were begun to evaluate not

only recommended quench parameters
for the new equipment, but also

effects of extremes in settings for
these parameters. Questions came in
faster than plate could be made

available to answer them. Many
questions, for example, "If a water
spray nozzle in the quench were to
malfunction could it be detected

quickly by looking at the result of a
conductivity plot?", were answered
within a few runs. The answer to

this particular question is "yes" as
seen in Figure 2. The ridge of high
EC along the edge of the plot
pinpoints for maintenance where, in

the quench, to look for the
malfunctioning nozzle. By knowing

the location before going to the job,

repairs can be made more quickly.
Another situation was detected for a

plate meeting all release specification
(again, see Figure 1). This pattern
had not been seen on earlier

conductivity plots. An investigation
revealed an abberation in the quench
drive mechanism which maintenance

was able to repair before
unnacceptable plate was produced
due to this condition. Answers to

other questions resulted in subtle

changes in EC patterns. The subtle
changes were not as easily seen on
the 3-dimensional conductivity plots,
at first; consequently, an in-house
program was written which draws a
fine gradient continuous color plot.

The continuous color gradient plot

divides the EC into ten groupings.
The lowest EC's are shown in bright
blue. As the EC values increase

there are two lighter shades of blue
then turquoise and bright green.
After bright green, as the values

increase, the colors go to olive drab,
yellow, orange and red. These are
the first nine colors in the gradient.
The final color is white. White is

reserved for special high values.
This computer program finds the
range from the lowest to the highest
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EC value on each side of a plate. If

the range is greater than 2.5 ° IACS,
then all high values outside this
range appear in white. These white

points correspond to points that are
outside of the EC range

specifications.

The second graphics software

package completed a system for the

quali.tative evaluation of the surface
EC of heat treated plate. With both

software systems in place, studies
were designed to begin optimizing
the quench parameters; i.e. kickout

speed and water pressure, with

respect to minimizing EC variation.
Keeping the EC close to the minimum

of the specification range amd
minimizing the variation in the EC
values, produces the most desirable
heat treated plate. The assumption

of homogenous properties throughout
a plate was mentioned early on.
This assumption of homogeniety
becomes more reasonable when it can

be shown that the EC values across

the plate have minimal variation.

To accomplish the optimization
process and answer such questions

as: "What kind of range could be
put on kickout speed?", a statistical

analysis technique called response
surface analysis was employed. Here

the qualitative plots were coupled

with quantitative analysis to complete
the evaluation of the new quench and
set the best ranges of the quench
parameters for each alloy and gauge
combination of heat treated plate.
Parameters of the quench were

supplied by the manufacturer.
These values were used as a starting

place to design statistical
experiments that would show ranges

of kickout speed and water pressure

combinations that produce the best
quality heat treated plate. Plots of

response surfaces show the direction
to move the quench parameters to
find minima in the EC variation.

Additionally, to verify the

consistency of readings made by the
ACTS, a special plate was cut so

that it would fit through the frame
regardless of its orientation on the
roll bed. The plate was run head

first, right side first, tail first, and
left side first. It was then inverted

top for bottom and run four times

again. Plots of these eight scans

showed consistency qualitatively with
ridges moving over the plots with

respect to the particular plate
orientation. Quantitative results in
Table I showed some minor variation
due to the fact that the exact same

points are not read when a plate is
rescanned.

The whole process of developing

computer software and using it to
create a comprehensive quality
monitoring system took about two
years. Thoughout the project,
quality inspectors have monitored

production by standard means of
measuring EC with spot checks as a
backup to ensure customer
satisfaction and compliance with all

military standards. Computer

graphics equipment is on line at the
manufacturing site to show the
quality assurance personnel the
status of the quench process via

regular sampling of weekly plate as
specified in military standards.
Combining all of the tools developed

during this project brings together a
comprehensive means of monitoring
the quality of heat treated aluminum
plate.
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ROTATION

0 o

90 °
180°
270 °

TABLE I

REPRODUCIBILITY STUDY FOR
ELECTRICAL CONDUCTIVITY READING

(Percent IACS)

PLATE
SURFACE #1

MAXIMUM MINIMUM

U P DOWNU P DOWN

40.7 40.5
40.6 40.7
40.7 40.4
40.7 40.3

39.9 39.8
40.0 39.8
39.8 39.7
39.9 39.7

PLATE
SURFACE #2

.,MAXIMUM

U._.PPDOWN

MINIMUM

U P DOWN

40.3 40.1 39.6 39.5
40.3 40.2 39.5 39.6
40.5 40.3 39.8 39.4
40.2 40.3 39.7 39.6
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ADVANCED COMPOSITE WORI_SHOF SESSION

3RD MISSION ASSURANCE CONFERENCE. 1983

MODERATOR'S OPENING REMARk5

BY HANK LANGE

QA DIRECTOR, MDAC-HB

MISSIONASSURANCE
ADVANCEDCOMPOSITEMATERIALS

VlIIT m

• Idenllfy Problems and Make Recommendations

• Examine Key Elements

• Develop Cost Effecllve Solulionl

• Provide FonJmto EnhanceCommunication

i l I

Viewgraph 1

Mission Assurance was organized with the goal of bringing together

experts who can identify and discuss aerospace program related prob-

lems and make recommendations for future action. We have here todav

experts in the field of Advanced Composite Materials from several

disciplines, both users and suppliers. In general, our tasl_ is the

examination of key elements, in the procurement and use of these

mater'zals, that are essential to aerospace mission success; and.

also, the development of cos.t effective approaches for the better

utill_ation of this important resource. In more speczfic terms, we

will identify those elements and factors detrimental to the effl-

cient use of Advanced Composlte Materials; and recommend solutions

which will reduce cost and improve material acquisition for aero-

space applications.

Another goal of Mission Assurance, and the purpose of this session,

is to improve communication and dialogue by providing a forum where

users and suppliers can address mutual problems.

We all well understand the mutual problems that

users and suppliers of Advanced Composite Materials.

II II J

e>.i st between

I III III II

V1 ewgraph ._")
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We have seen in the past ten years the emergence of Advanced Com-

poslte Materials as major structural components. However. the

economics of doing business with these materials has not advanced

to the same degree as with their structural metallic counterparts.

Let's take a look at some of the problems that currently exist in

the industry.

II I I

PROBLEMSINTHEINDUSTRY

• No Standard Sp_Htcatlons

• Duplication of Test Did-,

I

I. Qualification Colts Vs. New ResinSystems

• Proprietary Nature of ResinSyltNN

I I I I

Vi ewgr aph 3

The problems e::isting in indLtstr,, are _Je]l understood at this time.

The suppliers are con+ronted b, a variety of different user s_eci-

fications because of the lack of an industry standard, e.g., an

AMS or a military specification. We see suppliers conducting tests

to qualify materials, and users duplicating these tests. These are

very expensive tests to be repeated. For materials used in large

quantities these costs may be justifiable; but what of the many

materials used in small quantities _

We are also aware that we frequently continue to use the old proven

resin system, even though a new. better system has been developed.

This is due to the high cost required to generate a new data base to

qualify the new system. Certainly, we all would like to see a way

which would permit us to reduce this cost and allow us to utilize

these newer, better materials for our applications.

Furthermore, inherent in our way of doing business is the proprie-

tary nature of the resin chemical formulation. Only because of the

requirements _or multiple sources for military applications, have we

seen selected resin systems used by two or more suppliers.

These are the problems we are here to address this afternoon. These

problems influence the wider and more efficient use of Advanced Com-

posite Materials in our aerospace programs, and will not only con-

tinue to affect the generic group of resins in use today for moder-

ate temperature applications, but will also affect the future higher

temperature resin systems. As you all know. there is considerable
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effort in industry to develop these materials for use in our mil-

itary and civilian aerospace programs. Such work is already in

progress. Therefore, the thoughts discussed here today will not

only affect current systems, but will also have an impact on the

future utilization of the new Advanced Composite Materials.

WORKSHOP FORUM

• FIrlt _llllOn |oqrMission Auuronee

• Userrguppgierk_or_¢o

• RecommendiUons for Futu_ Action

Viewgraph 4

A little about the wor|:shop forum--this is the first wor_ shop ses-

sion in Advanced Composites for Mission Assurance. It is the first

forum where Advanced Composite users from industry, the military,

and civilian agencies can come together with material suppliers to

address common problems, and to propose recommendations for public-

ation and for future action by Government / Industry Committee. It

is our hope that from this forum a greater understanding and

appreciation for the problems of users and suppliers will be

established.

a0vamc_o _ m_au_ul

• b._ _ _ I_P_IM_

• b 41_ _ _ Caq_

• Imwq_ IINua. NWWIN _

4_il _ eNI #lomammmUmwW

Viewgraph 5
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We will begin by hearlnK presentations from four well-qualified speakers,
representing user and supplier points of view. Wewill hear two presentations
from the user's point of view. Mr. Jim Ehl of the Marshall Space Flight
Center will be presenting a paper by Dr. Jerry Patterson on "Resin Systems."
He will give an overview of the different problems involved with epoxy resin
matrix materials and will describe how these problems relate to the effective

utilization of these systems

Mr. Ray Juergens from the McDonnell Aircraft Company will continue with

"Standardized Composite Materials," and will discuss the basis for

standardization, what benefits will be gained, and some of the steps necessary

to establish standard material specifications.

They will be followed by two presentations representing the supplier's Point

of view. Dr. Jim Allen from Fiberite Corporation will speak on, "Differing

User Specifications Result in Custom Formulations." He will discuss so_ of

the unique material properties which lead to specialized formulations and will

give us a little background on some of the ways differences in formulation

occur as formulators strive to meet user specifications.

Our last presentation will be from Mr. Steve Russell of Hercules Incorporated,

who will speak on "Variations Among User Test Specifications Require

Additional Supplier Testing." Steve will show how problems arise for the

supplier by the variety of user acceptance requirements, and the economic

impact of these requirements on material costs.

After the presentations, at 2:35 p.m. we wlll take a short 15-mlnute break,

then reconvene at 2:50 for a general group discussion, at which time you will

be able to ask questions of our panel members. During this discussion, which

will last until 4:00, we will list and address the key issues.

From 4:OO 4:30 we will recap the issues, propose and discuss solutions and

make recommendations.

Let us begin by introducing our first speaker, Mr. Jim Khl. Mr. Khl is Chief

of the Tooling Branch of the Process Engineering Division of N/LSA's Marshall

Space Flight Center, Huntsville, Alabeu_a. He is presentln E a paper by

Dr. Jerry Patterson, Chief of the Polymers and Composites Branch at Marshall.

Dr. Patterson is involved in the development and evaluation of cryogenic

foams, ablatives, adhesives, dielectric materials and composites.

Dr. Patterson's background is in organic/polymer chemistry with research

interests in the area of polymer structure and property relationships. He

received his PhD in Organic Chemistry from the University of Alabama and has

been with NASA's Marshall Space Flight Center since 1963.
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Our next speaker is Mr. Ray Juergens, Branch Chief of Technology -
Material and Process Development for McDonnell Aircraft Company,

St. Louis_ Missouri. He is r'esponsible for the development of

nonmetallic materials and processes. His 35 years of experience in

the aircraft industry includes composite technology, metallic mate-

rials, design consultation, and material research and development.

Mr. Juergens has managed a variety of research and development

programs including resin and metal matrix composites, nonmetallics

and nondestructive testing. He received a Bachelor of Science

degree in Metallurgical Engineering from the University of Missouri
in 1948 and a Master of Science degree in Metallurgical Engineering

from Washington University in 1960. Mr. Juergens is currently a
member of the American Society of Metals (ASM) and the American

Institute of Mechanical Engineers (AIME). He is listed in American

Men of Science and has served as a member of the American Institute

of Aeronautics and Astronautics (AIAA) Technical Committee on Mate-

rials.

Our first speaker representing the supplier's point of view is

Dr. Jim Allen, Technical Director of the Advanced Composite Material

Business Center for Fiberite Corporation, Winona, Minnesota. He is

currently involved in research and development, and quality control

o_ graphite reinforced organic matrix prepreg materials. He was

formerly a member of the technical staff at the Tulsa Division of

Rockwell Internatlonal Corporation. While at Rockwell, Dr. Allen

was a member of the Material and Processes team that developed the

prototype for the graphite epoxy Space Shuttle Payload Bay Doors,

which led to the material system used in production. He also

worked as a research chemist for Phillips Petroleum Company, where

he was involved in the development of specialty polymers, such as

polyphenylene sulfide (PPS). Dr. Allen received a Bachelor of Arts

degree in Chemistry from East Texas State University in 1958 and

his PhD in Physical Organic Chemistry from Rice University in 1962.

He is currently a member of Sigma Xi, the American Chemical Society

and the Society for the Advancement of Material and Process Engi-

neering (SAMPE).

Our final speaker today is Mr. Steve Russell, Manager of Carbon Fiber

Development at Hercules Incorporated, Magna, Utah. Mr. Russell

joined Hercules in 1969 to conduct research and development on car-

bon fibers, and was instrumental in the design and start-up of the
first carbon fiber-line for Hercules. In his 15 years at Hercules.

Mr. Russell has been involved in all aspects of carbon fiber

manufacture, ranging from Production Superintendent to Manager of
all Hercules carbon fiber research and development. Mr. Russell

holds a Bachelor of Science and a Master of Science degree in Chem-

ical Engineering from Ohio State University.

G-65



_rF_rALS ANO _I_S,_ INI_61_I)Y Id_K_JK_

ADY_C)ED £OPqPO_ITE KATERIALS

_SIN SYSTERS o - PROI(RS/SOLUTIONS

ONASA/MSJL LUNFffJSIT[ ¢_JklERIAL /_LIL&TION_*

O_XE.E "I[IESEOP_ - - G_/I[ ST_r_rCI_kL ELEMENT%

e$OL{D ROCKET MOTO_ (SAM) FILAMENT WOtA4D CAS[

G_/E _[A_ srRuC1LIrE

esJm NOZZLE - - C_IiOOI/P_k_OLJC

eSR6 - - GLASSrPHEN01LC THEiI_I. P_OTECTIOI_

$$OLt, R MA_J_ - - GL&SS/EPO|Y STR_JC1_ MEMIE._'_

OIPVXNCEO X-RA_' _&r.)L_IY - - _/[ S1RttETDRAL ELEIMEN1S

ADV_IC_U CO_a_II£ N_IEglALS

$DAT_ BAS_ VARrASILITTIER_O_ SOURCES;

• F(SI S_CI_E_ EAORICI_IIOhlR[PRODIIC[_LLJ r_

oCI_ATIQ_.E 1_51 P_ET)'I_OLOGY

SYAL]D]TY OF N_AS4JI_NENT TECH#41_Li_S

• ST_,I[STIC_ OAT_ T_ATNENT

_IIST_ESS _'iEED FOg 5TANDAAOIZED lEST N[THOOCLOG*_

PIAI[_rA|S AND Pl40Cl[_/_ INT_GAITY WOIIK$_O_'

R_SJN STSIER,_ - - PRQ_.£MS/SOLUTiOW_

_..E$rN L+_ENJSTn_ AN_ _HAAACT_[ZAII_

OUNIJE_STA_IP_G RESlN/£AZAL'rST _ACIZV_ r_

OD(FIN]TION OF OPTIU CLA_E _ATE

• CLi_E EXOZ_I_q_

eO-$1A,C_E _5U4 _P_P_51 _E_ltv[_r VS. [_.

OLIIA_AC_RIZATIOI_ DdirA FOR RATRLX _SIN

• U_Li_ D RESJM

eCU_[O R£SIN/cAr_LYSF sYSrE_

OSIANOXROIZA(IC_ OF rlrS! IqEI_K)QOLO_

NATEWI_S AND _S_S ]NT_C,_41T_' _KS_CIF

_DYA_C£O COPE_IrE n_l_Rl&$

RESIN STAfSDARDIZATII_q/_mECIF ]CATION -

OPCJtOq_NG SIMILAR R_'SIN SY$IEMS INTO CAI_L,O"I_

• _(_*F L.t_p HESINS

O_J[_I_JIrE SPECIFICATIONS U_FININ_

• _£OUIflE_N/S

@_LI_LEO T[SI N[.T_UOQt_OG_

O_'+_Ov_ _scn WIT. INSI_I _NIO _(S_ +'ti_'O_A_F _NI_

G-66



Ivlaterials and Processes Integrity Workshop

Advanced Composite Materials

Resin Systems -- Problems/Solutions

W. J. Patterson

Chief, Polymers and Composites Branch

Materials and Processes Laboratory

NASA-Marshall Space Flight Center

I. Introduction -

The Marshall Space Flight Center (MSFC) over

the past 5 years has become increasingly involved

in composite technology, primarily for utilization

on the Shuttle latmch vehicle and payloads/

experiments. Features such as high strength-to

weight ratio and dimensional stability continue to

support composite materials as prime candidates

for many flight hardware applications. Several

examples (both implemented on flight hardware and

in development) are shown below to highlight this

Center's commitment to composite technology:

Space Telescope-GR/E structural

elements (CTE, stiffness, weight)

O Solid rocket motor filament wound

case-GZR/E filament wound structure

(weight)

O Solid rocket motor nozzle-Carbon/

phenolic (weight, ablative performance)

0 Solid rocket booster-glass/phenolic

(weight, ablative performance)

0 Solar Array structural member-glass/

epoxy (weight strength)

0 Advanced X-ray Astronomical facility-

GR/E structural elements

If. Problems/Concerns In Matrix Resin
Utilization -

A number of issues bearing on the integrity

and quality of composite resin systems should be

addressed. The major areas of concern include

resin chemistry/characterization, industry

standardization and comparability of resin systems.

More subtle problems relate to lack of

definition of resin structure/property

relationships, which may preclude

proper resin selection by designers.

A. Resin Chemistry and Characterization -

One concern in this area is lack of

understanding of the chemistry and

definitive characterization data for the

matrix resins, in both uncured and cure

states. Considerable emphasis has been

placed recently on analytical techniques

for uncured resin characterization

(HPLC, IR, GPC etc.), and a certain

perferred methodology is beginning to

emerge. However, this characterization

is still far from definitive in terms of

optimum test methods or specific

procedural details that will be uniformly

applicable to broad classes of matrix

resins. Since several widely used matrix

resins are based on variation of common

chemical systems (such as TGMDA/DSS),

this type of standardization should be a

viable option. The resln/catalyst

reactivity for commercial matrix resins

is not well defined, particularly with

respect to optimum cure rate and extent
of cure. Little information is available

on exotherms from large applications,

or precise eHects of B-stage resin aging

on cured properties. Also, relatively
little characterization data exist for the

cured resins where the reinforcement is

absent. These data would be valuable to

assess reproducibility of resin/catalyst

properties and lot-to-lot variability
without the obscuring effects of the

reinforcement. Dynamic mechanical

analysis (DMA) is gaining recognition for

cured resin characterization, and it

should be exploited to a greater extent,

particularly in the areas of cure

advancement/optimization and assessment
of environmental effects.
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2_he progress in these areas will be paced, to a

large extent, by the supplierWs position on prop-

rietary interests, and an improved supplier/

user dialog is needed to establish baseline

characterization data. An additional area of

substantial interest to the Marshall Center

is fracture toughness (or damage tolerance} of
the matrix resin. A more quantitative test

data base and standardized methodology are

needed to assess tendency for crack formation

and propagation as well as microcracking as a

function of cyclic loading or environmental

stress. It is realized that these properties
don't transfer on a one-for-one basis to the

composite system, but certainly the designer

should have enough resin chracterization data

to select the matrix material based on optimum

performance in the anticipated use environment.

B. Resin Standardization/Specification Needs -

The question of comparability of resin systems

is one that should be addressed from the user

standpoint. For example, the commercial

matrix resins falling within the general 350°F

cure category carmot be interchanged with con-

fidence based only on general composite

properties. Some minimum level of

standardization or specification should be

defined which provides for adequate cure resin
characterization. This would allow users to

group certain matrix resins and have more

confidence that the derived composite

performance from one system would be

comparable to alaother, at least for those

parameters which are resin dominated. One

could visualize as a minimum the generation of

a military standard, or its equivalent in the

aerospace community, defining material

requirements and detailed test methodology

for general classes of 250 and 350°F cured

matrix resins. The current vendor-supplied
data base of cured matrix resin properties

is very limited, even for the more widely

used 350°F systems. Vendors could

contribute significantly to this area by

generating baseline properties and defining

test methodology.

C. R esin /C omp.o site Eval nat ion

Methodology -

One of the primary concerns in this

area is questionable data bases

generated from unknown or varying

specimen configurations and test

procedures, and lack of statistical

treatment of data. The magnitude

of this problem comes sharply into

focus when considering the potential
variability and error souces in

mechanical testing of matrix resins:

O Machining and/or molding

specimens reproducibly to precise

dimensions (and stress relief of

machined specimens}

o Producing void-free specimens witt

no high-energy surface flaws.

0 Using appropriate test geometries,
fixtures, strain rates to insure

comparability with existing data
base

Verifying validity of strain-

monitoring techniques

(extensometer slipping, strain

gage debond, etc. )

Establish minimum number of

sample for a given test condition

to obtain statistically valid data.

This area of concern extends to

composite test methodology as well,

and more attention at this level of

detail is necessary both from

supplier and user viewpoints to

improve the quality of the derived

data base. This is a particular

concern in view of the bewildering

number of sample geometries, test

fixture configurations, and test

methods pervading this area of

technology. A concerted effort is
needed to standardize test

methodology to improve data

comparability and reduce error.
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D. Long Term Resin Properties -

The evolution of long life hardware such as

Space Telescope and Spacelab, and the

recoverable/reusable Solid rocket booster

hardware has focused attention on a number

of resin-dominated properties or phenomena

that appear to be subtle, second order

effects during baseline testing, but which

may significantly influence composite

performance for long lUe hardware in the

space environment and multi-use hardware

whose cumulative service life is expected

to be several years. This extended life

requirement raises concerns over the

long-term effects of space radiation as

well as vacuum environments on the resin

physical and mechanical properties. The

extent to which long term radiation-induced

crosslinking, moisture desorption, vacuum

outgassing and simple resin aging will

affect critical resin properties such as

coefficient of expansion, glass transition,

strain capability and mlc rocracking is

largely undefined. Similarly, the effects

of cyclic or cumulative stresses on

matrix resins (in the case of multiple use

hardware) is an area requiring better

definition. Again, these concerns point
to the need for more definitive and basic

resin characterization and an expanded

cured material test data base.

III. Summary Of Key Issues/Concerns -

The primary concern from our

perspective is definitive and

reproducible characterization

methodology and cured resin

evaluation protocol. Additional

concerns focus on the need for

documentation that specifies

requirements for general classes

of matrix resins.
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MATERIALS AND PROCESS INTEGRITY

FOR

MISSION ASSURANCE

ADVANCED COMPOSITE MATERIALS WORKSHOP

"STANDARDIZED COMPOSITE MATERIALS"

Raymond J. Juergens

Branch Chief Technology

McDonnell Aircraft

Composite materials are becoming a greater factor in the structures of
aerospace systems. The structural efficiency of fiber reinforced composites,

coupled with fatigue life improvement, corrosion resistance and cost saving
potential, has made these modern materials prime candidates for use in new

systems where performance improvement is avidly sought. In our product line,
we have seen the structural fraction of composites on each succeeding

aircraft rise from approximately I% on the F-15 Eagle to I0% on the F/A-18
Hornet and 27% on the AV-8B Harrier II. Our experience has been shared by

others, making high-quality carbon, organic and other fibers with appropriate
resin systems a growing market. (Fig. l)

Because of the increased production of systems using composites through
the 80's, these materials will receive more attention from a supply

stand,point. Thirty percent of the structure of an aircraft will provide

attention equivalent to that which has been directed to materials such as
titanium. Thirty percent is approximately the titanium fraction for an F-15.

The titanium that we buy for the F-15 is procured on a competitive basis to a
material specification that defines the material. The product is uniform,

consistent, interchangeable and essentially indistinguishable from supplier
to supplier. It is a standard material; composite materials will mature to a

similar position as their use on production programs grows.

The existing metal specifications have all of the elements necessary and

relevant to composite materials. They list a description of the material,
the form, applicability, composition, processability, mechanical property

capability, sampling, testing, handling, marking, safety provisions, etc.
They describe well characterized standard production materials that can be
reliably procured. As a result, a standard titanium alloy can be specified

and used in an aircraft today much easier and with less expense, compared to
composite materials.

The present industry practice for composite materials is to require

qualification testing of each composite material for each new system
application. We require fiber and matrix dominant tests, environmental

exposure tests, perhaps some structural element or subcomponent tests,
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processability tests and tests associated with the uniformity of the product.
We require tests on at least five lots of material produced by a supplier so
that we can treat the data in a statistical manner. The cost of this

qualification effort is repeated by other fabricators as each pursues a
composite application with his selected material suppliers. The number and

cost of these qualification tests can be significant, considering the numbers

of fibers and resins being marketed today. The qualification data base is
established and reestablished again and again.

All parties involved, the fabricator, supplier and the eventual customer
could benefit from the cost avoidance offered by a standard _aterial.

The technology necessary for a user and a supplier to define a material

for multi-source procurement has been gradually evolving. The necessary

information appears to be on hand and we are presently incorporating these
elements into our production materia] specifications. There are four major
technical areas that need to be defined for composite materials. These are

the reinforcing fiber, the matrix resin, the processing characteristics and

the cured mechanical property capabilities. While the state of technology
varies for these four areas, there is the basis (as shown in Figure 2) for a
standard material specification.

If standard composite materials are desirable, why don't we have them?
Why have standard materials not evolved? One of the reasons is the low

production materia] requirements of previous composite applications.

Standard materials arise from substantial production usage. Production
usage creates the standard. If, by using what everyone else uses, one can

avoid costs, and get better delivery and price, then the use of a standard
product becomes desirable. Figure 3 shows the systems currently using or

qua]ifying the 350]-6 and the 5208/3502 resins. These two resin types appear
to be establishing themselves as standard materials through their application
on several production systems. They could become standard materials solely

because of their use on production programs.

Another factor inhibiting the establishment of a standard material is

the proprietary aspects of resin formulation. Almost all resin formulations

are considered to be proprietary because of the lack of patent protection for
resin formulations. As a result, the development of multiple sources of
supply for the same material (i.e. a standard product) usually follows the

course shown in Figure 4.

Progress or lack of progress toward standardization results from
supplier market strategies and not necessarily from a user's need. Trading,
royalties, front end fees, etc. are the business prerogatives of the

suppliers. However, the user's investment and risk in establishing the

material thru a production commitment can be as great as a supplier's
proprietary claim. The supp]ier's advantage in keeping a material
proprietary is counterproductive to the multisource desires of the user.
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The time has come for standard composite materials. Production usage
will create standards eventually. One action that could accelerate standardi-

zation is mutual production agreements between supp]fers. To accommodate the

business aspects of such agreements it is reco_nnended that suppliers take

action as an industry group to hasten standardization so that all parties can
benefit.

4OO
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Figure 1. Composite Material Usage

Fiber

Fibers/tow,

Ftu, rain. (ksi)
E, Tensile, (Msi)

Strain, Tensile, min. (percent)

Diameter, (micron)

Density (Ib/in3)

Sizing

__]

i

G P33.0424.1

Resin (Weight percent)

Tetraglycidal Methylenedianaline

4, 4' Diamino Diphenyl Sulfone

Alicyclic Diepoxy Carboxylate

Epoxy Cresol Novalac

Boron Trifluoride Amine

12,000

500

32 - 35

1.4

7.5 - 8.5

0062 - 0.066

None

54-58.5

23-29

8-10

7.5 - 9.5

0.8 - 1 4

Mechanical Property Capability

(Minimum)

0 ° Tension (ksi)

0 ° Compression (ksi)

90 ° Tensile Strain (#in.)

ILS (ksi)

250

230

4.000

15

Figure 2. Specification Requirements
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3501-6 520813502

F-18 MCAIR/Northrop

AV-8B MCAIR

F-20 Northrop

C-141 Lockheed

ACAP Bell

ES 3 (UH-60A) Sikorsky

G-3 Gulf Stream

MMS MDAC-W

DAC

Vought

Boeing

Bell

F.15 MCAIR

F-16 GD FW

L.1011 LOckheed

DC-IO DAC

Fokker

IAI

Sikorsky

757, 767 Boeing, Air Italia

Mirage 2000 Aerospatiale

B-1B Rockwell

LAVI Vought

Figure 3. Resin System Qualifications

0P33-0424-3

System Design ]""'----_ I ....

Test and / X_l vrooucuon

Commitment J.....-.----_ I PrOcurement

Proprietary

Supplier [ Suppliers j

Market I1
Resin I|

Formulator

,L' enseIIPrepregger

License

Anyone

GP33.0424-4

Figure 4. Material Sources
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DIFFERING USER SPECIFICATIONS P_SULT IN CUSTOM FORMULATIONS

ADVANCED COMPOSITE _TERIALS WORKSHOP

DR. JA}fES D. ALLEN

TECHNICAL DIRECTOR - COMPOSITE _-_TER!ALS

FIBERITE CORPOP_TIOI</A UNIT OF BEATRICE FOODS

INTRODUCTION

The subject toaay perhaps should be how differing user "needs"

result in custom formulations in advanced composites and how

these needs led to custom formulations and subsequent

specifications _itten around these materials.

What will be discussed is how we suppliers have come to create

the current proliferation of formulations, what the factors

were that led to proprietary formulas and what the factors are

leading to further proliferation of proprietary formulations.

_h_,TERIAL REQUIREMENTS - HISTORICAL DE:lANDS ON THE RESIN _._ATRIX

• ATTAIhU_ENT OF REASONABLE TRANSLATION OF REINFORCEMENT

PROPERTIES

• UPPER USE TE_EP_.TURE

• CUP_ SCHEDULE

• OUT LIFE. \¢O_<ING LIFE AND HANDLING CHAikACTERISTICS

HISTORICAL }_TRIX REQUIREI-_}]TS

One of the most basic and necessary requirements placed on the

resin matrix portion of an advanced composite composition was,

and is, that the matrix be capable of translating and retainin}_

a large fraction of the reinforcement strength and stiffness_

Epoxy materials excel in this attribute and thus were the

subject of early evaluation and selection as the preferred

organic matrix material for advanced composites.

Earl}, on, the goals for usa[{e of advanced composite materials
were a_ an elevated temperature. 35 _° F.. which was com:)a=ibie

uith the selection of epoxy matrices and dictated a par[icu!ar

type of epoxy base resin to attain this performance.
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Cure conditions and schedules acceptable to early users of

advanced composite materials were also those which epoxy
materials would readily accommodate; namely, pressures of 50-
I00 psi and temperatures no greater than about 350 ° Fo

The storage life, out life and handling characteristics desired
in advanced composite materials to permit the facile fabrication

of parts also was consistent with and directed suppliers towards
a relatively unreactive latent hardener to be the material of
choice to cure the epoxy.

Catalysts for the epoxy cure were also an option to the
supplier/formulator and could be viewed as advantageous for

some fabrication schemes. Of course, the catalysts were
necessarily the latent type also.

SUPPLIER RESPONSE TO HISTORICAL MATRIX REQUIREMENTS

• SELECTION OF EPOXY BASE MATERIALS

- SELECTION OF TG_A EPOXY

• SELECTION OF LATENT HARDENERS AND CATALYSTS

- SELECTION OF DADS HARDENER, BF3° MEA CATALYST

• UTILIZATION OF ADJUNCT EPOXY MATERIALS

- CARBONYL EPOXIES

- EPOXY PHENOLIC NOVALACS
- EPOXY CRESOL NOVALACS

RESULT - CUSTOM FORMULATIONS

SUPPLIER RESPONSE TO HISTORICAL _TR!X REQUIRE_ETS

Thus the framework of requirements for matrix materials lead

_o the selection by several supplie[s of the e_ox¥ base
material, _etraglycidylether of meth>lenedianiline0 and to

the selection of diamino diphenyl sulfone hardener.

To this point, supplier/formulators are then moving down a
rather common, narro_,_ path. However, in resDonse to different
user preferences and also to accommodate different

manufacturing preferences or capabilities of the particular

supplier the compositions began to vary and become unique and
proprietary; that is, some suppliers chose to catalyze their
formulation and some did not; some chose one route, some

chose another to adjust the formulation viscositv, tack, drape,
eEc.

The result then was and is custom proprietary formulation
around which specifications have been written and materials
qualified
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EVOLVING DEMANDS ON RESIN MATRIX

• ENHANCED ENVIRONMENTAL RESISTANCE

• TOUGHNESS

• CONTROLLED FLOW OR NO FLOW

• SELF ADHESIVE

• FLAME RETARDANT

EVOLVING DEMANDS ON RESIN MATRIX

As these materials came into usage some of their shortcomings
came to be known. One of the first deficiences to surface

was that in hot, wet environments the load carrying ability of
these epoxy formulations decreased tremendously and some of
them didn't perform as well as others. This lead then to changes

in formulas and thus to additional proprietary compositions.

As different areas of application of advanced composites were
considered and tried, additional performance characteristics
were asked of the resin matrix; that is, the matrix

formulations were asked to be of the controlled, low or no

flow type, self adhesive compositions were desired to eliminate
if possible, the use of adhesive in the construction of parts.
Flame retardancy while always desired, became required as

aircraft interior applications were considered and the resin

matrix and the resulting cured composite needed and needs to
be tougher.

SUPPLIER RESPONSE TO EVOLVING DEMANDS

CHANGE RESIN FORMULATIONS

• DELETE OR DECREASE ADJUNCT COMPONENTS ADVERSELY AFFECTING
ENVIRONMENTAL RESISTANCE

- DELETE CARBONYL EPOXY

• INCORPORATE COMPONENTS TO REDUCE FLOW AND OBTAIN SELF

ADHESIVE CAPABILITY

- ADD ELASTOMERS

• INCORPORATE COMPONENTS AND/OR CHANGE FORMULATIONS TO

INCREASE TOUGHNESS

• MODIFY MATRIX FORMULATIONS FOR FLAME RETARDANCY

- HALOGENATED EPOXIES

- INORGANIC SALTS G-77

RESULT - MORE CUSTOM FORMULATIONS



SUPPLIER RESPONSE TO EVOLVING DEMANDS

Thus the supplier response was to change the resin formulations.
In the case of the state-of-the-art epoxy formulations, one
way to improve the environmental resistance is to delete or

reduce the adjunct components and this has been done leading
to more custom proprietary formulations.

In order to reduce flow and obtain self adhesive capability
in their resin formulations, suppliers have added elastomers.
Again, there are a number of ways to accomplish this and thus

more custom formulations arise. Also, unfortunately, these
additives decrease environmental resistance and so a family of
custom proprietary formulations are created for controlled flow,

self adhesive usage but they are not effective in hot/wet
environments.

A recent area of intense activity in advanced composites,

particularly graphite composites, has been to try to toughen
the matrix and thereby toughen the resulting composite. Again,

there are a number of possible means of accomplishing this
chemically and more proprietary formulations are resulting.

In the area of obtaining improved flame retardancy, there
are also various ways to accomplish this and these options
lead to more proprietary formulations.

FURTHER FRAGMENTATION

REQUIREMENTS FOR YET HIGHER USE TEMPERATURE MATERIALS

- 350 ° F. + USE MATERIALS

BMI'S

REQUIREMENTS FOR MORE MODERATE USE TEMPERATURE TOUGHENED
MATERIALS

- 200 ° F. USE MATERIALS

ADDITIONAL EMPHASIS ON FLAME RETARDANT, LOW SMOKE
COMPOSITIONS

FURTHER FRAG_NTATION

Requirements for yet higher use temperature materials are just
now leading suppliers to develop custom formulations which we
hope will be proprietary, such as the bismaleimide matrix
materials and their modifications.

Also, while all advanced composite matrix materials are

desired to be tough and resist micro-cracking, a particular

sought after category of materials is moderate use temperature
highly toughened composites. Effort in this area certainly
can lead to more proprietary formulas because there are a
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number of ways of possibly obtaining such characteristics.

Additional emphasis on flame retardant, low smoke compositions

is expected and there is the possibility of applying some
new chemistry in this area so more proprietary formulations
may be expected to evolve from this area.

S_RY

In summary then, as we suppliers listen to and understand the

needs of the users in terms of _he perfo__-mance characteristics

of the matrix portion of advanced composites, we devise more

and more custom and we hope proprietary formulations.
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DIFFEXlIIG t_r_R SPECIF[CATION_ Iq.SUL1 [H CllSTOH FORM_ATIORS

/bZIN_JICEO CGVO_glTE ,'_ttEHIAL,_, vO_RSHOP

De. J_ES D. ALLER

T[CVd¢ICAL O[SECTOB - CO_R_ITE ITATEP, IALS

FIBERITE CONPOBATEC_IIA LIN]T Of BEATRICE FOODS

RIATENIAL REcJUISE_q[NTS - HISTORICAL DE.I_DS ON TeE RESZr_ _IR]IC

• AIIRII_ENT Of _AS._IMJILE TIU_SLATIOII OF REIRFOIICErIENT

pIIIOP_ T][S

• C_E SCHED_.E

• 0_1 LifE, _ONKING LtF_ ANO N_DLIRG C_!_CTENISTI_,$

$1_PLIER RESPONSE TO HISTORICAL _TRIX HIEOUiRE/1ErlT$

• SIELECTION Of EPOXY liASE I_TERIALS

- SEL£C11ON Of _ Ef'_XY

• SELECTION OF LATENT VARDERERS AJ_D CATALYSTS

- SELECTION OF OADS NARDE_ER, lIF_, IIF_ CATALYST

• UTILIZATION OF ROJUIIC'[ EPOXY FtAt'ERIALS

- CRRIIOI,IYt. EPOXIES

- E_XY PHENOLIC r_'VOLACS

- EPOXY CRESOL I_VOUICS

RESULT - CUTG,_ l:C,qlIUIRTlOqS

EVOLVING O(l'lN_)S ON RESIN rlATRI_

• ERHAHCED EIIVlIIOtiF_NTAL RESISTANCE

• TUUGK'IESS

• e _.ONTROLLE%) FLOW O9 HO FLOW

• SELF eI)NESIVE

_m _:L;,e_ _ETAHDANT

SOP;: [E_q RESPOIQS£ TO [YO_.VIRG DFJ_OS

L.ILA_NGE RESIN FORI",UCATIONS

I U[L.ETFc O_ _IE_.RLAS[ A_JONCT EO_POI;ERTS AOVEhSELY RFFECTli_

ENVt _ONM_HT _.L RESISTANCE

- DELErE _HORYL EPOX_

• IRCD_'_'C,N_T[ Ci_Ce_EHTS. TO REDUCE FLOW RIlO OBTAIN SELF

Rotor SI v_ :_PA_ _T_

ADD EL_Tg;_S

I _NCC_POR_TE C_)_CIN[NTS _-'(D/OR CNJ_GE Fo_mquLATION$ TO

Ir_CN[ASE TOU_,_E_S

I _O0_FY "._T_];, _oRr_ULATIONS FOR FLA_E kEIRNI)A_CY

IHCRGAN L: SA_IS

RESUL! eC_[ _£TOM FOIL"iucRTIOR5

FURTHER FIIX,(4qER TAT I ON

I REQ_I_Er_t_S :0_ Y[1 HIG_[E USE TEHPENATURE _L_TERIALS

e _E_IR£_IEI_T_ _0_ CURIE _O_£RATE US( IEr_P[P.ATUR[ lOUG_£_O

"tAT_NI_L_

2_'F U_.__ _ATER_ALS

I AD!)ITION^: EHr'_R$1S ON FL&_E HEi"RIt.._ANT, LOW $PIO_E

G-80



VARIATIONS AMONG USER TEST SPECIFICATIONS REQUIRE

ADDITIONAL SUPPLIER TESTING

Steve Russell

Hercules Incorporated

From a material supplier stand-

point, the proliferation of new users

of advanced composite materials is

extremely exciting, since we can see

whole new markets opening up and thus

additional use of our material. How-

ever, in addition to new material

types that are being asked for, lead-

ing us into a "candy store" business

with each customer having different

requirements, we note that each new

user brings his own specification to

the arena, thus requiring alternate

sampling and testing for two people

who might be buying the same products.

This minimizes the effectiveness mass

production should bring. In the area

of carbon fiber testing, specifica-

tions are not generally too extreme

and the normal supplier acceptance

data will generally suffice. In the

prepreg area, however, there are as

many specifications as users and quite

often, two different programs in the

same company will have completely

independent requirements and test

methods. We thoroughly understand the

need for this qualification testln_,

since different designs require

different parameters. However, in the

case of routine acceptance, where our

Q.A. documents tell us the materials

have been built the same way as quali-

fication materials, the difference in

customer specifications is sometimes

difficult to understand.

To illustrate this point, let us

assume that three different customers

each ordered 2,00_ pounds of AS4/3501-6

tape at 145 g/mtr _ fiber areal weight

and 35% resin content. One's first

reaction would be that this is a per-

fect opportunity to manufacture 6,000

pounds of prepreg, test it as one

batch and sell it. However, Table I

illustrates the different requirements

for three different specifications,

and one can quickly see that you are

just as well off to treat them as

separate 2000 pound orders. Since

these are all aeropsace companies and

well established users, we assume they

are all extremely sophisticated and in

general using the material on a high

technology part. Thus we have to ask

ourselves, is customer C's material

better because it received signifi-

cantly more testing than material "A"?

In addition to leading to confusion,

these variations in specifications

really prohibit us from building

materials, testing them and putting

them on the shelf, since we would not

know how to test them. Thus every

prepreg order becomes a special built

quantity, for which we must have an

order in hand to know how to test.

This both lengthens delivery time and

leads to gross inefficiencies in our

operation. Is it any wonder we may

charge more for a small order than for

a large one and that we prefer long

term schedules to allow us to restore

some efficiency to our operation.

Unfortunately, even if these

specifications were written to perform

the same tests at the same frequency,

experience tells us that the burden

would be only half lifted, since

chances are, differences in test

methods would be required. To illus-

trate this point, let's examine
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something as apparently simple as a O °

tensile requirement in depth,

In this test, as in all advanced

composite mechanical tests, there are

four basic areas of concern: laminate

preparation, specimen preparation,

testing and data reduction. Each of

these wlll be discussed in some

detail.

Laminate Preparation

Table II illustrates some of the

variables which give us problems in

laminate preparation. First of all,

there are basically three different

types of tensile test in use today;

straight sided, bonded beam or tapered

edge. For purposes of simplicity, we

will assume that everybody agreed the

straight sided tensile test was pre-

ferred. The first question we must

ask ourselves is how thick the speci-

men must be, which will tell us how

many prepreg plies to use. In the

Industry today, thicknesses anywhere

from 0.035 to O. 125 are used for this

specimen. After selecting a thickness

and a panel size to be made, we can

begin fabrication.

As we lay the panel up, the ques-

tions of how many and what type of

bleeder to use, what type of edge dam

and bagging material to use, are the

dams tight or loose, aluminum or steel

caul plates, top caul plate or not

must be answered. Finally, we are

ready to put the part in an autoclave,

now the fun really begins. One

customer wants the part straight to

temperature and hold, another wants a

hold step at 250°F with different

rates of heatup initially versus 250

to 350°F. One wants post cure,

another no post cure. One prefers 60

psi pressure and full vacuum from the

beginning, another applies [00 psi at

200°F, still another wants vacuum

vented when pressure is applied. Can

these things really matter for

material acceptance? For qualifica-

tion maybe, but for acceptance, Just

to tell what the 0 ° strength of the

material is? However, using whatever

cure cycle, the part comes out of the

clave and we are ready to begin making

specimens.

Specimen Preparation

Still another set of questions

must be answered as shown in Table III.

How will we prepare the surfaces? One

customer _nts his surfaces grit

blasted then solvent degreased,

another only wants degreasing. One

wants glass end tabls with a 30 ° taper

to the gauge length, another graphite

with a square face, still another

glass with a square face, and let's

not forget the no tab which is just

wound in emery cloth. In end tab

adhesive selection, again we have a

variety of choices, most of which are

based on what the customer happened to

have on hand when he made his first

specimen, not on any scientific test.

We also must worry where to place the

tabs, since gauge lengths for this

particular test vary from 3" to 6".

Next, the method of measuring strain

should be considered, some specifica-

tions call for strain gauges, some for

extensometers and some for crosshead

compliance.

Test In_

Finally, however, we are ready to

actually break the specimen. Still

there are many variables to consider,

as shown in Tables IV and V. Instron

crosshead speeds of 0.02

inches/mlnute, 0.05 inches/minute or

O. 5 inches per minute are all used in

specifications today. Some customers

want the specimen preloaded, some

don't.
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Data Reduction

Once we have the specimen broken,

however, another nightmare exists in

reducing the data. Ways of obtaining

modulus from a stress/strain curve

vary anywhere from a tangent slope to

a three place least squares fit of the

curve. Additionally, modulus is taken

anywhere from initial slope to slope

at ultimate load. Again, the material

is not changed by the modulus method,

however, the number itself is dramat-

ically altered. In reporting the

data, the question of normalization

emerges. Some specifications want no

normalization, others normalize to

nominal or measured ply thickness and

still others normalize to fiber

volumes ranging from 57 to 67%. Fiber

volume methods extant vary from acid

digestion to resin burnout to calcula-

tion based on laminate density.

Keep in mind that this degree of

variation was based on the assumption

that all users asked for a 0 ° straight

sided tensile coupon test only. The

variations for all the other physical

and mechanical tests listed or Just as

great. The saddest comment is that

most frequently these variations in

testing are based on "in house" exper-

tise and material availability and

could all be standardized if the

specification writers were made aware

of the problems and additional costs

they cause in materials manufacturing.

While we have spent considerable

time discussing some 0 e tensile test

variations, this is only an example of

the types of details in a specifica-

tion which cause special testing for

one particular customer. All of the

other common acceptance tests have

similar variations as illustrated in

Tables VI and VII. One of my favorite

statements is "when it comes to

advanced composite testing, the devil

is truly in the details."

During qualification, we under-

stand the need for extraordinary test-

ing. We view this as a one time

occurrence and are more than happy to

comply with requested testing. How-

ever, for routine acceptance where all

materials are manufactured to standard

conditions, all raw materials accepted

to specifications and internal tests

performed to assure material quality,

it would seem that standard tests and

sampling rates could be instituted.

Remember, that during material accep-

tance, we are only checking to see

that the material has not changed, not

trying to develop a design base for

material utilization. Thus my

challenge to the advanced composites

industry is let's develop a set of

acceptance criteria which we jointly

feel will assure material quality,

standardize on test methods for deter-

mining these parameters and begin to

apply them across the board. This

will relieve the material manufac-

turers of the burden of making special

lots for each individual order and

allow him to concentrate on improved

production efficiency. Additionally,

theuser will benefit due to the

larger data base available for the

type of product he is buying and the

cost savings associated with larger

lots and utilization of tests across

customers.
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SUMMARY OF ISSUES

AND RECOMMENDATIONS





HATERIALS AND PROCESS INTEGRITY: 3. Use of Cost-of-Ouallty Information
SESSION I, INSPECTION CONTROLS, HOW EFFECTIVE

SUHMARY OF

ISSUES AND RECOF_IENDATIONS

I. Educational Background of New I_mployees

Issue

Source QA representatives should be better

prepared to perform their functions at suppliers'

facilities. New employees need formal entry level

educational background.

Recommendations

NSIA, ASOC. and DLA to recommend the

establlshment/enhancement of OA curricula to

universities, state colleges, and community

colleges. This recommendation would suggest the

inclusion of specific source OA topics such as a

system oriented approach to the control of sup-

pliers, interpretations of QA specifications

including HIL-I-45208A and MIL-Q-9858A, and tech-

nical and engineering functions.

Suggested OPR

NSIA, ASQC, DLA

2. fIIL-I-45208A and MIL-O-9858A Requirements

Issue

Many prime contractors who have HIL-I-45208A

or MIL-O-9858A include these requirements in their

Purchase Orders to their suppliers. In many cases,

these requirements are excessive and unwarranted.

This is especially true in the case of MIL-O-9858A

being applied to raw materials.

Recommendations

a)

b)

NSIA should encourage its member firms to

review the guidance for the application of

these two specifications as contained in

DAR before including them in contracts/

purchase orders.

CODSIA and DoD should clarify the applica-

bility of HIL-O-9858A to raw material

suppliers. The aluminum industry stresses

the application of rIIL-I-4520gA only De

applied to mw material suppliers.

Suggested OPR

NSIA/CODSIA/DoD

Issue

Industry's weakest area in OA is in the uti-

lization of cost-of-quality information. RADH

Collins surveyed 184 companies and found that only

14% of them had an effective system for the use of
this information.

Recommendations

a) NSIA should encourage member firms to

institute or develop an effective system

for the use of cost-of-quallty

information.

b) DoD should institute s stronger review of

this requirement in HIL-O-9858A.

Suggested OPR

NSIA/DoD

4. Purchase Document Requirements

Issue

Suppliers continue to be confused as to the

requirements contained in purchase documents.

Recommenda tions

NSIA should encourage member firms to use more

widely informational meetings such as pre-award

bidder's conference or periodic supplier's confer-

ence. Such meetings would aid in the clarification

of requirements before award is concluded and to

assure program continuity.

Suggested OPR

NSIA

5. Controls In Procurement Documents

Issue

Currently there are no effective "front end"

controls in procurement documents which require

overt OA participation in drawing and procurement

specification approvals.

Recommenda t ions

The inclusion of such controls in the prime

contract would allow QA participation in the

earliest stages of contract performance thus maxi-

mizing the advantage of the planning of QA tasks.

It is recommended that NSIA conduct a study of such

controls for inclusion into contracts of high dol-

lar value or criticality.
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Suggested OPR

NSIA

6. Duplication of Specifications

Issue

Specifications from Government and various

prime contractors cover the same casting process.

An example of this duplication is MIL-C-fi021

(Government), PSO 23001 (HcDonnell Douglas), and

FPS 1001 (General Dynamics). This duplication

causes confusion, delays, and excessive cost.

Recommendations

It is reco_nded that NSIA canvass its

members for specifications covering identical or

similar mnufacturing processes, combine them into

one specification per process, and recomend to DoD

the promulgation of a common specification covering

this process.

Suggested OPR

NSIA/DoD
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MATERIALS AND PROCESS INTEGRITY:

SESSION II, ALUMINUM INDUSTRY RESPONSE

TO PAST PROBLEMS

SUMMARY OF

ISSUES AND RECOMMEN[_TIONS

1. Prevention of Quality Departures

Issue

How do we prevent additional quality

departures in alt_inum products?

Recommendations

Continued emphasis by suppliers on improved

process controls and preventive maintenance.

Establish statistical techniques to control

process.

Su88ested OPR

Aluminum Industry

2. Profiting from Experience of Aluminum Industry

Issue

How can other raw material producers profit

from the aluminum Industry's experience, i.e.,

prevent problems and cooperate in developing

so lut ions.

Re commenda t ions

Develop dialogue between users such as NASA

and AIA members and the various raw material

producers such as steel, titanium, rubber, semi-

conductors, software, etc.

Su88ested OPR

AIA and NASA

3. MIL-H-6088

Issue

How can the aluminum heat treat specification,

MIL-H-6088, be more effective for both the user and

producer so as to prevent unforseen problems?

Recommendations

a) Continue meetings between Aerospace

Industry Association and the Aluminum

Association to resolve differences and

make recommendations for revision to

NAVAIR.

b) Develop heat treat specification for

castings.

Suggested OPR

AIA, AA, and NAVAIR
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MATERIALS AND PROCESS £NTEGRITY, SESSION Ill,
ADVANCED COMPOSITE MATERIALS

SUNMAR¥ OF

ISSUES AND KECOHHEN[_TIONS

t. Acceptance Test Requirements

Issue

Confusing and proliferated acceptance test
requirements result in red_mdsnt (3X to 4X)

testing.

Recol_enda t ions

a) Develop uniform material specifications.

b) Develop user/producer/raw material sup-

plier industry association or working

group.

c) Develop specifications on testing first,

then expand to standardization specifi-
cations on process.

d) Base acceptance on performance not pro-
tess/f ormalat ion control.

Suggested OPR

Govern.eat / Industry

NOTE: Need to tie in with Workshop D

regarding NDT of Composites.

2. Different Naterial Requirements

Issue

Excessive parochial interests stlmalate

different formulations in material requirements.
Industry isnores society (AHS, ASTH) con_tttees.

Each commpany has its o_m experts - develops its oWn

specif icat ions.

Recommends t ion s

Support aeronautical mterial specification

writing group_ Nonmetallic Committee, Society of
Auto_otlve _gineers (SAE) to develop standard

isterlal specifications.

Su_sest ed OPR

User Industry/Hatertal Suppliers

3. Cost of Composite Material

Issue

Nish costs of advanced composite _terlal

Recou_enda t ions

a) quallfy different resin formulations to

the same specification. (Allows multlsup-
plier approach and competttlve pricing)

b) Formulate supplier/user "composite indus-
try association" similar to aluminum

industry. Address and agree on business
as well as technical issues.

Suggested OPR

AIA and NSIA

_. User Confidence

]SBU_

User has no confidence in received composltes
meeting designed to data requirements. Must retest
and reverify.

Recou_endations

a) USer require approval authority and freeze

of producer/suppller total manufacturing
process.

b) USer require producer/suppller to define

his "fingerprint" (r,_oloRy).

c) USer establish proprietary _aderstsndlng
with producer/suppller.

Suggested OPR

AIA and NSIA
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The Defense Acquisition
Improvement Program

Colonel G. Dana Brabson, USAF

Dean, Department of Research and lnformaffon
Defense Systems Management College

Fort Beivoir, Virginia 22060

Introduction

Two years ago, many people who had been through
prior reforms of the weapon system acquisition process
asked, "So, what is different this time7" The difference is

the continued commitment of people at all echelons of the
Department of Defense. The fact that this entire workshop
is devoted to the Defense Acquisition Improvement Pro-
gram is evidence of this commitment.

Today, there is another question on the minds of people

in the acquisition community: "Now that the original ar-
chitect of the AIP has left the Department of Defense, will
the original thrust be forgottenT" The primary objective of

this paper is to answer this question. I shah frame the

answer in terms of the progress that has been made during
the first two years and the work that remains to be done.

Much of the information I shall present is reflected in the

Second Year-End Report, signed by the Deputy Secretary
of Defense on 8 June 1983.

As one reviews the history of the Acquisition Im-
provement Program, perhaps a half dozen key dates come
to mind.

• 2 March 1981--Mr. Carlucci chartered five working
groups to make recommendations on improving the ao

quisition process.

• 31 March 1981--Tbe working groups provided their
recommendations to Mr. Carlucci.

• 30 April 1951--Mr. Carlucci published his 31 deci-
sions.

• 27 July 1981--Mr. Carlucci added the 32nd initiative.
• 12 January 1983--Mr. Thayer took the helm.

• $ May 1983--Mr. Thayer announced his six "con-
solidated Acquisition Improvement Program initiatives."

Mr. Thayer's "consolidated initiatives" are actually a
composite of twelve of the original initiatives. Table 1
shows the correlaUon.

Table 1. CONSOLIDATED ACQUISITION IMPROVEMENT
PROGRAM INITIATIVES

CONSOLIDATED INITIATIVE

Proliram Stability

Multiyear Procurement

Economic Production Rates

Realistic Bud|etinll

Improved Support and Readiness

Encourasinll Competition

CORRESPONDING AlP ACTIONS

4 Program Stability

3 Multiyear Procurement

7 Economic Production Rates

6 Bud|etinll to Most Likely Cost
11 Bud|etinll for Technololiical Risk
18 Budlietinll for Inflation

9 System Support and Readinou
1:2 Fundinl for Test Hardware
16 Contractor Incentives for Support
30 Losistics and Support Resources
31 Improved Reliability and Support

32 Competition
H-1



During the course of this presentation, I shall pay par-
ticular attention to the twelve AIP actions which fit within

the framework of Mr. Thayer's Consolidated Initiatives. I
shall also address some of the other actions so that, at the

end, you will have a good idea of the progress that has

been made to date and of the key themes which are run-
nin8 throu8 h the Acquisition Improvement Program. It is

important to emphasize that the absence of one of the
original 32 actions from Table 1 in no way denigrates its

importance. Rather, the absence of an action from Table 1
reflects the fact that Mr. Thayer has not selected it for his
personal emphasis; the actions missing from Table I can be
characterized as "completed" or "on track."

Controlled Decentralization

(Actions 17, 24, 26, 27, 28)

The objective of this thrust is to reverse some elements

Fifure 2. DSARC REVIEW
THRESHOLD

RDTEtE Procurement
Threshold Threshold

$500 M

$200 M"
_$1_

Prior Revised Prior

"FY-80 Dollars

Number
of Programs

52
$1 B °

tevised Prior Revised

of the trend toward centralization. A particularly de-
finitive statement of Mr. Carlucci's intent is provided in his

27 March 1981 memorandum entitled "Management of the
DOD Planning, Programming and Budgeting System." In

the memorandum, the Deputy Secretary of Defense stated:
"We will achieve better defense management by working
toward a system of centralized control of executive policy

direction and more decentralized policy execution." The
new policies are contained in the most recent revision of
DOD Directive 5000.1, dated 29 March 1982.

The first step was to reduce the number of DSARC
(Defense Systems Acquisition Review Council) decisions
from four to two, as su_ested by Figure 1, Two other

features of this fisure are also worth noting. First, in a step
to provide better integration of the DSARC and PPBS pro-

cesses, the Justification for Major System New Start
(JMSNS, formerly, the Mission Element Needs Statement

Figure 1.

(MENS)) is now submitted with the Service Program Ob-

jective Memorandum (POM) package that provides funds
for its execution. Second, the new milestone entitled "Pro-

gram Go Ahead" is no longer rigidly tied to the beginning

of Full-Scale Development. By opting to delay this mile-
stone, possibly as late as Complete Design Review (CDR),
the DSARC can achieve a more accurate view of cost,

schedule, performance, industrial base preparedness, sup
portability, and testing prior to a decision to commit to the
completion of Full-Scale Development, Production, and

Deployment.

The second step, illustrated by Figure 2, was to double
the thresholds which, if breached, require that the program
be reviewed by the DSARC. Equally significant is the fact
that the Services have likewise doubled their review thres-

holds, thus decentralizing by one level of management a
sifnificant number of programs.

MAJOR SYSTEMS ACQUISITION PROCESS

0 I II
PROGRAM ALTERNATIVE INTEND TO
INITIATIQN SELECTION DEPLOY

1 CONCEPT 1 DEMONSTRATION
# EXPLORAT,ON  ,VALIDATION;

SECDEF SECDEF SECDEF
DECISION DECISION DECISION

1980 DODD 5000.1/DODI 5000.2

III

PRODUCTION

FULL SCALE ; PRODUCTIONDEVELOPMENT 'DEPLOYMENT_
SECDEF

DECISION

CARLUCCl ACTION

PROGRAM REQUIREMENT PROGRAM EFFECTIVENESS
INITIATIQN VAI.ICATION , GO AHEAD PRODUCTION SUPPORTABILITY

_J CONCEPT DEMONSTRATION ;UL _RODUCTION(

MENS SECDEF SECDEF SERVICE SERVICE
WITH DECISION DECISION DECISION REVIEW

SERVICE
POM
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Figure 3. DSARC INFORMATION REQUIREMENTS

PROGRAM REQUIREMENT
INITIATION VALIDATll

CONCEPT DEMONSTRATION
EXPLORATION _ VALIDATION

PROGRAM
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PRODUCTION SUPPORTABILITY
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DEPLOYMENT
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The third step was to reduce the number and size of

do aments required for a DSARC review. This step is
graphically portrayed by Figure 3. These new requirements

are spelled out in a newly revised DOD Instruction 5000.2,
signed 8 March 1983.

Planning and Execution
(Actions 2, 3, 4, 6, 7, 8, 11, 15, 18, 19, 20, 22, 25, 29)

It is generally agreed in all sectors that cost growth is a

major problem for the Department of Defense and that
program turbulence is a principal contributor to cost

growth. It is not surprising, then, that Mr. Thayer placed
Program Stability at the top of his list of Priority Defense
Management Initiatives. The dramatic impact of program
turbulence is illustrated by the data displayed in Figure 4
for the I:-15 program. The left-hand portion of this figure
shows that, with one exception, the rate of production of

F-15 aircraft has changed every year. As illustrated by the

right-hand portion of this figure, one-half of the 94 percent
cost growth reported in the 31 December 1981 Selected Ac-

quisition Report is due to the fact that the OMB inflation
indices underestimate the actual inflation rates. However,
another one fourth of the cost growth is due to the changes

in schedule portrayed by the left-hand portion of the

figure. The Air Force has estimated this segment of the cost
growth at $2B (in FY81 $). In an effort to reduce program
turbulence, the OSD has asked the Services to nominate

selected programs for a Stable Programs List. The Services
have complied, and the list now stands at 27 programs.

Multiyear procurement has been adopted as the prin-
dpal tool for stabilizing programs. Figure $ compares a
typical multiyear procurement with an equivalent set of

annual procurements. The key provisions of the applicable
portion of the 1:Y82 Defense Authorization Bill are sug-
gested by this figure: (1) The maximum length of a MYP
contract is 5 years, (2) Congress must be notified if the

cancellation liability will exceed $100M, and (3)The
cancellation liability may be used to cover recurring (as

well as non-recurring) expenses. In spite of the inherent
flexibility provided in the FY82 bill, significant constraints

have been applied to the application of the MYP concept.

Figure 4. PROGRAM
STABILITY OF THE
F-15 AIRCRAFT
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Figure 5. MULTI-YEAR
PROCUREMENT
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First, the DOD has stated that, as a matter of policy, the

cancellation liability must be fully funded up-front.
Secondly, the Congress now requires reporting on all pro-
grams with cancellation liability greater than $20M. Third,

Congress requires prior notification on all Economic Order
Quantity (EOQ) purchases. Fourth, Congress has disap-

proved several of the candidates proposed by the services.

Notwithstanding these limitations, MYP has been
pushed vigorously. Table 2 gives the current status.

The current OSD policy on MYP programs was ar-
ticuhted in a memorandum signed by the Deputy

Secretary of Defense on 29 December 1982. The key
elements of this policy are quoted below.

Maintain our current funding policy for

major multiyear procurement programs, but

retain, on an exception basis, the flexibility
to allow other funding approaches when jus-
t/fled on a case-by-case basis. For srnalier

programs (those not identified by a separate
budget line item), permit the Services to in-
dude recurring costs in an unfunded cancel-
lation ceiling when justified on a case-by-
case basis.

Clearly articulate in the Fiscal Guidance
the OSD commitment to provide up-front

TOA for mule/year procurements.

Establish a stable programs list comprised
of the programs currently nominated by the

Services for multiyear procurement.

The key fact to note here is that, in spite of stated policy
limitations regarding full funding of the cancellation

liability, OSD has in the past and will continue in the
future to consider exceptions to the policy. Note that Table

2 is equivalent to the Stable Programs List mentioned
e_'lier.

It is important not only to stabilize the rate of manufac-
ture, but also to select a rate at which the fixed costs are
distributed over a relatively large number of end items.

Table 2. STABLE PROGRAMS
LIST: CURRENT AND
PROPOSED MYP
PROGRAMS

PROGRAMS
• AIR FORCE EXAMPLES

Eight FY82 Programs
• F-16 Airframe

• AN/TRC-170 Radio
• NAVSTAR GPS

Five FY83 Programs
• KC-10

Six Additional FY83 Programs
• B-1B

Eight FY84 Programs

STATUS EXPECTED
SAVINGS

Approved S0.BB

Approved SI.0B

In FY84 S1.SB

Budget

Proposed SI.IB

This fact led to Action 7 dealing with economic production

rates. The influence of production rate on unit cost (and
hence on total program cost) is illustrated by Figure 6 in
which the trend line is based on actual data for a series of

aircraft programs. A concerted effort was made in con-

junction with the FY83 budget submittal to accelerate pro-
grams to a more economic rate. In all, 18 programs were
accelerated to rates higher than those proposed in the
Carter FYDP; the estimated savings over the lives of these

programs now stands at $2.6B. Representative Air Force
examples in this list include F-15 Aircraft, F-16 Aircraft,
E-3A Aircraft, AIM-gM Missiles, RF-4 IR Sensors, and

Defense satellite programs. Unfortunately, some of the
momentum has been lost from this initiative; for this

reason, it is one of the initiatives selected by Mr. Thayer
for his personal emphasis.

Figure 6. SENSITIVITY OF
FIXED-WING
AIRCRAFT COST TO
PRODUCTION RATE
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Table 3. SPECIAL INFLATION INDICES
FISCAL ANNUAL RATE FOR ANNUAL RATE FOR

YEAR MAJOR COMMODITIES* OTHER PROCUREMENTS

1982 7.2% 5.5%

1983 6.5 5.0

1984 6.2 4.8
1985 6.0 4.6

1986 5.9 4.5
1987 5.9 4.5
1988 5.8 4.5

*Aircraft: APA, APAF, APN

Weapons: WTCV, PMC, WPN

Missiles: MPA, MPAF

Ships: SCN

The fourth area selected by Mr. Thayer is realistic
budgeting; under this heading, he grouped three of the AIP
actions. The first of these, Action 6, Budgeting to Most

Likely Cost, deals with the problem of intentionally under-
estimating the cost of a system, a practice which ultimately
leads to apparent cost growth, program stretchout, and

criticism of our management ability. With respect to im-
plementation of this action, emphasis has been placed on
obtaining independent cost estimates as the basis for budg-

et _ubmissions. In 1982, OSD selected ten programs for
special review and evaluation of independent cost esti-

mates. For 1983, the list of programs has been expanded to
25.

As suggested by the data for the 1:-15 program (Figure 4),
one of the principal sources of apparent cost growth is the
difference between the OMB inflation rate we are permit-
ted to use and the inflation rate which characterizes the

real world. In an effort to achieve the ability to better plan
for anticipated inflation, OSD requested and received per-

mission to use a special set of inflation indices for selected
weapon sytem procurements. These indices were published
in January of 1982 and revised a year later. The current in-
dices are shown in Table 3.

Action 11, Budgeting for Technological Risk, recognized
the age-old problem that programs almost always seem to
encounter unexpected difficulties and overrun. This char-
acteristic is described schematically by Figure 7. As sug-

gested by this figure, because of the technological uncer-
t2;nties in the weapon system development business, the

probability of coming in on the original cost estimate is al-
most always significantly less than 0.5. The good news is
that a variety of techniques, usually computer based, have
been devised for quantitatively estimating the delta in

dollars that should be set aside as a management reserve to
assure a 50:50 (or some other arbitrarily selected) chance
of success. The most widely publicized technique is the

Army's Total Risk Assessing Cost Estimate (TRACE) pro-

gram.

One other AIP action deserves mention at this point:
Action 2, Pre-Planned Product Improvement (P3I). It is, of
course, our strategy to offset the numerical advantage of

our adversaries with technolosically superior weaponry.
All too often, however, our attempts to insert new technol-
ogy as fast as possible lead to cost growth and delayed
IOCs. The p31 strategy, illustrated by Figure 8, reduces the
technical risk and increases the likelihood of meetin8 the
IOC by fielding the weapon system without the ultimate
state-of-the-art technology but with provisions for incor-
porating the hisher technology at a later date when the
technology is more mature. To be effective, P31 must be an

integral part of the acquisition strategy and the fol]owin8
conditions must be satisfied: Plannin8 must besin early in
the acquisition cycle, funds must be set aside to develop
the hisher technology, and the necessary interfaces, elec-
trical power requirements, etc., must be provided so that
the improved technology can be inserted easily after IOC.
In response to the b"Y83-88 Defense Guidance, the Services
have identified 26 systems with significant P3I efforts. Air
Force systems include the 1=-15Aircraft, 1:-16 Aircraft, B-1B
Aircraft, EF-111 Aircraft, AWACS, IR Maverick, ASPJ,
JTIDS, AMRAAM, and HARM.

Industrial Productivity
(Actions 5, 32)

Concern for the industrial base stems both from the
shrinking number of contractors who bid on Defense con-
tracts and from the aging capital assets of these contrac-
tors. The principal OSD thrust in this area is to improve
productivity by creating an environment in which im-
proved productivity is stimulated and capital investment is

Figure 7. COST RISK
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Figure 8. EVOLUTIONARY
INTRODUCTION

Figure 9. RELIABILITY AND
SUPPORTABILITY

encouraged. A key ingredient in this environment is pro-
gram stability, and multiyear procurement is an important
tool. Given a long-term commitment by the government,
the contractor is more willing to make the necessary com-
mitment of resources.

Competition is, of course, a basic cornerstone of the free
enterprise system. When applied intelligently, it stimulates
development of innovative techniques for improving pro-
ductivity, improves contractor performance, helps combat
rising costs, increases the industrial base, and ensures fair-
ness of opportunity for award of government contracts.
Despite this, there is concern that our achievements are not
adequate, and the Deputy Secretary of Defense is placing
special emphasis on this initiative.

Increased emphasis on competition is far from new. In

1982, goals were established for each of the acquisition
commands. Numerous techniques are being used to obtain
competition. Examples of recent second sourcing decisions
include the AIM-TM and AMRAAM missile programs.
Second sourcing is also introduced at the subcontractor
level; current Air Force examples include the F-16 canopy,
ACES II ejection seat, the rocket motor for the AIM-qM
missiles, and the 30-ram ammunition for the GAU-8 gun.

The objective of Action 5 is described by its title: "En-
courage Capital Investment to Enhance Productivity." It
contains more than a half dozen specific action items de-
signed to stimulate capital investment and ease cash-flow
problems. Some of the specific action items have already
been accomplished. For example, flexible progress pay-
ment procedures have been implemented, increased prog-
ress payment rates have been authorized, and the excess
profit provisions of the 1934 Vinson--Trammell Act have
been repealed. In addition, the Services have been encour-
aged to place increased emphasis on their Manufacturing
Technology (MANTECH) and Technology Modernization
(TECHMOD) programs. The objective of the MANTECH
program is to reduce the material acquisition costs and
lead times by providing the manufacturing technology ne-
cessary to improve the productivity of the industrial base.
The funding projected for the MANTECH program for the
next five years (FY83-88) is double that for the previous
five years. It is worth noting in passing that it is entirely
appropriate to pursue a MANTECH program in parallel
with an RDT&E program. Indeed, this acquisition strategy
was adopted in the Air Force's AMRAAM Program.

The TECHMOD program was initiated to integrate ex-
isting manufacturing technologies into modern production
facilities. A typical TECHMOD program is a joint
Government-industry venture in which the Government
invests in the manufacturing technologies and industry
supports the new capital equipment and facilities. The
classic example is the F-16 TECHMOD program in which a
net savings of $370M will be shared by the Government
and General Dynamics.

Readiness

(Actions 9, L2, 16, 21, 30, 3I)

The last group of actions singled out by Mr. Thayer is
the group dealing with support and readiness. The current
policy is best expressed as follows.

Improved readiness is a primary objective of
the acquisition process, of comparable im-
portance to reduced unit cost or reduced ac-
quisition time. Resources to achieve readi-
ness will receive the same emphais as those
required to achieve schedule or performance
objectives.
--DEPSECDEF Memorandum, 30 April 1981

The principal thrusts of Actions 9 and 31 are illustrated
by Figure 9. Two facts are particularly worthy of note in
this figure. First, operationsl and support costs amount to
about 60 percent of the total life-cycle cost for a typical
weapon systems. Second, decisions made very early in the
program define the majority of costs that will be incurred
during the remainder of the life of the weapon system. In
this context, Actions 9 and 31 require that the Readiness
Objectives for the system be defined very early in the pro-
gram, that the strategy for achieving these objectives be
developed by and approved at the Requirements Valida-
tion Milestone, and that adequate funds be provided to as-
sure that reliability and supportability are designed into
and built into the system. In addition, these Actions re-
quire an early start of the test-fix-test process, and ask the
program manager to examine the feasibility and potential
payoff of concurrent development and tesing phases for
"fast track" programs.

H-6



Action 16, Contractor Incentives for Reliability and
Support, addresses the contract and the contractor specifi-
cally, and requires that the Program Management Office
employ specific contractual incentives focused on design-
ins for reliability and supportability.

Action 30, Program Manager Control of Logistics and
Support Resources, seeks to give the program manager in-
creased visibility of and participation in the supportability
decisions affecting his program. In support of this Action,
PPBS procedures were developed and implemented on a
trial basis to identify more clearly the support funds
budgeted in 1982 for 3 programs from each Service. The
procedures will be applied to an expanded set of programs
during the review of the FY85 POM submissions.

The thrust of Action 12, Front End Funding for Test
Hardware, is to assure that an adequate number of test ar-
tides are provided early in the program. Two objectives
are served. First, development and operational testing can
be conducted concurrently, thus shortenin8 the program
without incurring appreciably greater risks. Second, the it-
erative test-analyze-fix-test phase and the combined envi-
ronmental test phase can begin early in the development
program, thus facilitating more rapid maturins of the tech-
nology, increasing reliability, and redudn8 supportability
and maintainability costs.

As a group, the integrated logistics support actions have
been vigorously pursued by the OSD. Both DODD 5000.1
and DODI 5000.2 have been revised to increase the prior-
ity of support and readiness, and DODD 5000.39 is beins
revised in the same vein. Implementation of these actions
on individual programs is reviewed in the DSARC process.
Specific programs in which changes have been made to im-
prove readiness include .the ASW Stand Off Weapon,
DIVAD Gun, AH-64 Helicopter, GLCM, LAMPS MK Ill,
ASPJ, Patriot, and M-1 Tank.

Administrative Overhead

(Actions I0, I3, I4)

The two foci in this area are first to seek revision of
selected legislative requirements and second to reduce the
burden imposed by DOD Directives and, Instructions.
With respect to the first objective, some results have been
achieved and some action items are still being pursued.
Thus, for example, the 1982 Defense Authorization Act
raised the $101( limit for purchase order contracts to $25K,
raised the mandatory threshold for contractor certification
of cost and pricing data from $100K to $500K, and in-
creased the threshold for Service Secretarial review of

R&D Determination and Findings (D&Fs) from $100K to
$5M. In addition, the 1982 Defense Appropriation Act
doubled the reprogrammins ceilings both for RDT&E
(from $2M to $4M) and for procurement (from $5M to
$IOM). Legislative initiatives still in progress include the
following representative examples.

• Amending 13 statutory thresholds to $25K

• Amending the Armed Service Procurement Act to
authorize negotiation for "second sourcing."

• Amending the Walsh-Healey Public Contracts Act
and the Contract Work Hours and Safety Standards Act to

permit a 4-day, 40-hour week without premium overtime
compensation.

With respect to reduc/n8 the burden imposed by DOD
Directives and Instructions (and the Service regulat/ons
that are derived from them), a review group with members
from OSD, the Services, NSIA and ALA completed its re-
view of 132 acquisition-related DOD Directives and In-
structions, and recommended that 31 be cancelled. Ten
have been deleted thus far. Meanwhile, the emphasis has
shifted to an examination of documentation required in
DOD contracts. At the request of the USDRE, the Services
and industry have conducted in-depth reviews of a small
number of systems to identify excessive data and manage-
ment reporting requirements. The results are being ex-
amined by the Defense Systems M_ent College and
recommendations will be made to the USDRE in mid-
sulnnler.

Summary

It should be apparent at this point that the Defense Ac-
quisition Improvement Program is alive and well. The
Deputy Secretary of Defense has concluded that 22 of the
Actions are either completed or on track. He has selected
12 for his personal emphasis.

If one takes the entire group of 32 Actions as a group, a
few key themes can be traced wh/ch give insight into the
current management philosophy of the OSD. Possibly the
most important is program stability. It is widely recng-
nized that program turbulence is a primary source of cost
growth. There are, of course, two dimensions to min/miz-
ins program turbulence. At the very highest levels, it is
necessary to stabilize the fundin8 levels and production
rates. At lower levels, it is necessary to minimize all the ac-
tions that contribute to design and schedule changes.
Multiyear procurement is viewed as a key tool in the fight
to stabilize a core of the programs.

Strong emphasis is also being placed on realistic
budgetin 8. The OSD views the challenge as falling jointly
on the shoulders of Government and industry to increase
the realism of budgets and increase the probability of com-
ing in on the budget.

The third theme I would list is emphasis on reliability
and supportability. As noted earlier, it is desired that in-
tegrated logistics support be given the same attention as
that given to the achievement of cost, schedule and per-
formance thresholds and goals.

Competition is percieved as a key tool in the drive to
control costs, encourage innovation, and stimulate in-
vestment in the industrial base.

Another important theme is the thrust to achieve
economic production rates. It is, of course, recognized that
the achievement of an economic production rate is a key
ingredient in the overall affordability of a weapon system.
Moreover, the achievement of economic production rates
invariably results in the production of more equipment for
the field at an earlier date.

Emphasis on incentives appears throughout the Ac-
quisition Improvement Program. Included are the tradi-
tional contractual incentives such as award fees. Stress is
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alsofocusedon innovativeincentives such as sharing in
cost savings. Incentives are suggested to encourage im-
proved productivity and enhanced supportability in addi-
tion to the more traditional objectives of meeting cost,
schedule and perforn_nce goals.

The seventh theme is pre-p_nned produ'ct improvment.
The focus is, of course, both on increasing the probability
of Setting the weapon system in the field on time and on
cost, and on providing an opportunity for the develop-
ment and incorporation of a more advanced technology to
meet the evolving threat.

The next theme I would cite is concurrency. The need for
increased concurrency is evident when one takes note of
the rapid development of new technologies. In a recent
Army Science Board report on artificial intelligence and
robotics, the authors indicate that a technological genera-
tion now spans about four years. The report goes on to
note that, by comparison, a weapon system development
program spans 8 to 15 years, or 2 to 4 technological 8ener-
ations. In this environment it is vitally important to intro-
duce concurrency in those circumstances in which the risk
can be _; examples include concurrent develop-
ment and operational testing and concurrent development
and low rate production.

Tailori_ of the acquisition process is, of course, closely
related to concurrency. Tailoring was articulated in OMB
Circular A-109, and has never been more appropriate than
it is today. If a step in the acquisition process is unneces-
gary, delete it or combine it with another step. The net
result will be more fightlng capability in the field at an
earlier date.

The last theme is initiative, for without initiative, partic-
ularly on the part of the program manager and his/her key
subordinates, the good ideas that can save us money and
time will never surface. It is the responsibility of each of us
to search for ways to improve the process and be courage-
ous enough to advocate our good ideas.

In conclusion, it is evident that that Defense Acquisition
Improvement Program has had a significant impact on the
acquisition of weapon systems. Moreover, the Deputy Sec-
retary of Defense has accepted the challenge of adopting
the toughest and most important of the initiatives for his
persona] emphasis. We can expect continued emphasis on
this program and continued progress.

As I close, I recall a statement made by Mr. Carlucci
dtn'L'_ the very early days of the program. It seems equally
applicable today.

It's a large order and you're 8oin8 to be at
the center of it. A lot rides on it, not just
your job, not just my job, not just this
budset, but indeed the very capability of our
country to sustain a defense buildup in the
face of a very substantial buildup of the
Soviet Union. I think we can do it. I think we

can do it because we've got 8ood people. I
think we can do it because we've started out

workin8 tosether. I have confidence in you
and I wish you well.
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THE DEFENSE ACQUISITION
IMPROVEMENT PROGRAM

AN INDUSTRY PERSPECTIVE

Charles M° "Chuck" Culver
Director of Contracts

The Aerospace Corporation

The views expressed herein are the

presenter's views based on his ob-
servations and contacts with industry

personnel and participation with in-
dustry organizations. They are not

the views of The Aerospace Corporation
or of the NSIA:

Following is an explanation of the
materials used:

MEMO TO MOSES

An analogy. Despite the emphasis in

the initiatives on simplification,
paperwork reduction, etc, industry

does not see such changes but rather
a greater emphasis on detail and the
imposition of government micro-

management. The system is still
overburdened.

CHARTS 1 - 4

The th'irty-two "Carlucci Initiatives"

introduced on 4/30/81o

CHART 5

The new emphasis announced by

DepSecDef Thayer in the Spring of
1983.

CHART 6
L_'O-_-T'Z352"Federal Procurement Re-

forms" indicates current emphasis on
reforms; also discussed:
o Grace Commission Task Force

(President's Private Sector Survey
on Cost Controls)°

o Pending legislation involving pro-

curement reform, HR 2545 and S-338.
o Status of OFPP, CAS, the FAR, etc.

CHART 7
Initia'tives in Trouble

Init. 2. Pre-Planned Product

Improvement _P311
In Sept. 1981, OUSDRE report said

could be most single important
recommendation.

Industry still sees reaction rather

than planning.

Still have problems with reliability,
etc., of deployed systems.

Not on Thayer list for emphasis.

Init. 3. Multi-Year Procurement

Authorized only for DoD supply
contracts.

Projected DoD savings not being
realized.

Growing congressional disenchantment -
notification threshold set at $20
million.

"Full Funding" is not "Full Funding".

Init. 4o Program Stability
Objective to fully fund R&D and
major systems sufficient to protect

acquisition schedule.

The problem - budget instability.

The culprit - congress.

Use of Continuing Resolution Authority.

Init. 5. Capital Investment
Encouragement
CAS 409 not repealed.

Prompt Payment Act problems.

Difficulty with Economic Price Ad-

justment provisions°

Vinson-Trammel repealed - now
HR 7446 to control excess profits,
same factors as Renegotiation Act
of 1951.
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CAS414 bacamean offset to profit/
fee.

Is the DefenseIndustrial Moderni-
zation Incentives Program a "ray of
sunshine"?

Init. 8. Appropriate Contract Type
Still too much emphasis on fixed-

price.

Not using fixed-price when could.

Fixed-price not appropriate for high

risk, high tech. R&D.

Init. 13. Procurement Related

L_gislation
More legislative initiatives by

congress than ever.

Nct getting relief from costly,

burdensome requirements.

CHART 8

Industry Concerns (a summary)

CHART 9

Initiative No. I - Management Princi-

ples.
o Emphasis on Item 8 - The adver-

sarial relationship is growing

rather than abating.
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Memo to Moses from HEWlames E. Mi£nard, Ph.D.

The HEW staff has reviewed

your application for permission to
--- underlake a projecl on desed living

and thinks it has some meriL How-
e.

ever, we cannot approve it as it

slands because you have not in-

terfaced with Federal rules and regu-

lations on socially-oriented propo-
sals and have failed to meet several

Government standards. A reading

team studied your program carefully.
Their criticisms and recommenda-

lions in the followlng paragraphs will

help you understand our concerns.

You may want to rewrite the propo-

sals according to our suggestions.

Firsl of all, it is not clear to us

whether your ten words, or ten com-
mandments, as some of our staff call

Ihem0 are guidelines for a bona fide

program for governing people in a

nomadic societa| setting. We assume

they were more then guidelines;

Iherefore, we must point out Ihal we

do not approve social programs that

have been designed without assis-
tance of consultants who have been

certified by HEW.

The regulations require that ex-

perl.s wilh doctorates and at least ten

years experience be consulted

whenever a proposal writer deals in

areas in which he/she has no profes-

sional competence. You speak, for

example, of family relationships,

neighbors and "'the sojourner who is

within your Bates" (tidy up Ibis
phrase a biD, the obvious domain of

sociology, but you have not listed a

single sociologisl asa consuhanL
There is no evidence thai you

sought Ihe advice of lawyers when

you drafted the seclions on killing

and stealing. We think a scholar with
a national reputation in elhics could

have improved what you were trying

to say about bearing false witness
and committing adultery. And was

there a good reason for avoiding

theologians when you wrote about

1

having no other gods or not taking
the divine name in vain or not mak-

ing graven images/

Your failure Io utilize profes-

sional testimony, seriously weakens

the proposal; indeed if we were to

approve it, our own experts advise us
that it would not last more than four

or five years.

More specifically, we question

the soundness of many of your ideas.

Take the phrase, "You shall have no

other gods before me." Not only is

this unclear, but we are troubled by
the absence of measurable be-

havioral objectives. How will you

know whether Ihis is being accomp-

lished/ Do you plan to administer

pre- and post-tests, or will you use

some kind of peer review/If this idea

is so valuable, why is it so negative/

In fact, why have you emphasized

the negatlve.ln these propositions/
We believe your proposal would be

more easily implemented if it were

recast in ,l:)ositiveterrps.
The "'graven image" stalement.

We are puzzled by the weight you

give Ibis both in terms of the number

of words you have used and its post-

lion among the ten. Did you

prioritize? Does it really belon_ in

second place? Is it necessary to in-
clude the threats? Furthermore, as

you surely know, a needs assessment

musl accompany every application

submitled for HEW approval, bu_[you

h'_ve none. Without supporting data,

we have no way of knowing whether

there is a genuine "graven image"

problem among your people. Please
detail this in an appendix with charts,

bar grams, histograms and statistics.
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"'Taldng the name in vain" is a

fuzzy expression. A couple of good
footnotes on recent rese_archin Near
Eastern onomastlcs would show thai

you know what you're talking al_x)ut

The "sabbath day" paragraph

seems overly long and of question-

able value. What exaclly do you

mean by "'remembering'" the sab-

bath day/How is "holy"to be under-
stoocll Have you considered a more

modern word like "'unsuessful"? Our

proposal readers were dismayed that
you have chosen to stay with the

nuclear family concept. Please re.-
view the literature.

"Honor father and mother." If

this seclion is crucial to your pro)c_-'l.,

we suggest you define honor. Is Ihere

some reason why father precedes

mother in the rank-orderingi' You
slate thai compliance will affect the

lives of the people "'in the land which
Ihe Lord your Cod gives you." We

studied this slrange notion and could

not determine the significance of real

estate here. Are you implying that
there is a direct relationship between

parent-honoring and land-holding/

In the opinion of the H_V staff,
the next five statements could

lumped together, using, however,

less flamboyant language. Verbs like
kill, commit adultery, steal, lie and

covet do not sit well wilh most

people.
In our overall examination of

your proposal we were struck by the

fact that you have made no provi-
sions for the utilization of role-

models. We do not think that asking

the people to follow your ten points

simply because it plea_s God is an
effective subslitule for role-mc_els. I[

you had attended one of our regional

workshops, you would have learned
Iha! we do not approve proiects that

are weak on role-modeling.

Finally, we wish to point out that

the rules and regulations stipulate

that 14 typed copies of the proposal
be sent 1o us. Several HEW staff

members were upset because you

disregarded this. Two stone tablets

with chiseled tellers do not comply

with Federal regulalions. []
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SOURCE SELECTION

Joseph W. Krueger
Staff Source Selection Officer

Air Force Space Division, LAAFS

There are several acquisition

elements currently being emphasized

within DOD which I'd like to share

with you. They have a connection

with the purpose for our gathering

here today. One of these is the

approach which Headquarters Systems

Command of the Air Force has taken with

respect to the usage of the draft re-

quest for proposal or the DRFP, its

acronym. I'll also touch on the

emphasis which for some years the

Space Division has been placing on

mission assurance in its source

selections. Another item is the start

which the Contract Management Division

has made with its Contractor Past

Performance Program otherwise referred

to as the CP 3 program. This is not to

be confused with the old Contractor

Performance Evaluation Program or CPE

of the 1960's which proved to be too

expensive and was cancelled in the early

1970s.

First let me address the basic subject of

source selection. Every contract awarded

at Space Division is not the culmination

of a source selection. The bulk of our

major contracts are called follow-on

contracts. Way back, possibly ten or

fifteen years ago we held competition,

for instance, for a satellite. Once

that satellite passed its qualification

tests and initial satellites were de-

livered, we may find it advantageous or

necessary to buy some more almost identi-

cal units. The economical and practical

approach is to negotiate a follow-on

contract for the quantities desired.

Some years we may have only four or five

source selections, that is those competi-

tions which exceed two million dollars in

value. In other years we may have a

dozen. The quantity is dependent on the

budget and new programs coming into being.

This year has been particularly active in

this respect. Some of these are concept

studies; others can be validation

phase efforts followed by full scale

engineering developments and then

production. In the early phases,

more than one contract is awarded so

that competition is extended through-

out the program. Each is handled

basically the same in principle with

the detail needed varying with the phase

of the program. Some of our largest

competitions are for operations and

maintenance of such facilities as the

Vandenberg Western Space and Missile

Center. Then too there are integration

and technical services contracts which

are competed.

In all cases one person makes the de-

cision as to who shall be awarded the

contract or contracts. As you can see

from the chart the dollar value and the

importance of the program determines

who is the Source Seclection Authority

SSA. Ninety-nine percent of the time,

the Commander Space Division is the SSA

for major competitions. As the dollars

fall off, the Vice Commander and then

the program director is the SSA. The

contracting officer handles the low

dollar value ones. In each instance the

proposals are evaluated using the

evaluation factors for award contained

in the RFP. Only after all evaluation

is completed is any comparison of one

offeror with another made. The SSA is

presented the facts and makes the de-

cision which he Justifies in writing.

There is no such thing as transfusion

or auctioning and historically at SD

the low offer only wins twenty percent
of the time. The chart here reflects

the SD record covering 50 competitions.

The low offer may be represented by a

poor proposal. Where a high priced

offer wins a competition there must be

very good reasons why the extra dollars

represent a better buy. Mission

Assurance may have been a key item of

consideration.

While most competitions are decided by

the Commander or his designee, the major

acquisitions include advisors from higher

headquarters, the using commands and the

office of the Secretary of the Air Force.
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Thesepersonnel review all the findings
and provide significant analyses for
the SSA. Thesepeople also are in-
volved from the start, with the RFP,
any competitive range determination
and at the time of decision. In many

cases, briefings are required up the

chain of command before any award is

made, to make sure all important people

know the real basis for selection and

not what mls-lnformed or losers might

indicate was the basis for award.

With _espect to RFP's issued, SD

for quite some years has released a

work statement with appended specifi-

cations and requirements in advance as

a draft or partial RFP. The idea being

that while the model contract and other

content of the RFP is being finalized,

industry has an opportunity to criticize

the DRFP. Many valuable suggestions

have been received so that the final

document is clear. Proposal preparation

time is not impacted and potential

offerors have a factual basis for detail

planning. In some cases, one on one con-

versation with the program office is

encouraged. In some instances the DRFP

is complete with schedule, model contract,

proposal preparation instructions and the

evaluation factors for award. This is the

desired approach. In the past the value

of the competition was not used exclu-

sively to determine when a DRFP was

appropriate.

On 4 Feb 1983, Systems Command made

effective a change to its Supplement

to the Defense Acquisition Regulation

3-550, Use of Draft Request for

Proposal or DRFP. Heretofore the DRFP

was to be used for practically all

competitive acquisitions. Some con-

tracting officers also used the DRFP

for sole source and selected source

acquisitions. Eventually this latter

usage was made a No No by the Air

Force. Now its usage is more selective.

For most competitions, the contracting

officer has authority to use or not to

use the DRFP. Systems Command wants its

usage to be confined to the major pro-

grams or large dollar value acquisitions.
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Contact with industry has revealed

cases where contractors spend a lot

of tlme and money in reacting to the

DRFP. They found, however, in some

cases _hey had to do the job all

over because the final RFP substanti-

ally differed from that which was

originally released. Proper control

and review prior to release of the

DRFP has since been enforced.

Desired benefits are therefore

assured; offerors get a head start

in planning their proposals.

For the record, major acquisitions

are defined in the Department of

Defense Directive 5000.1, titled,

Major Systems Acquisitions. These

are primarily the DSARC programs or

those designated by the Secretary

of Defense as requiring usage of a

Defense Systems Acquisition Review

Council. They are addressed in this

directive as well as in its companion

document DODD 5000.2, titled, Major

Systems Acquisition Procedures.

Systems Command, however, tempers the

DRFP base line by requiring usage

of the DRFP where an individual

contract, with any options, totals

in excess of $25 million in value.

The directives talk in terms of pro-

gram dollars while the Systems Command

and the divisions are normally con-

cerned with contract dollar value. Be

that as it may, the use of the DRFP

may be waived by the Division Deputy

for Contracting, such as SD/PM.

Heretofore all contracts anticipated

to exceed two million were to use

the DRFP. Now, also, release of the

Draft RFP is to be announced in the

Commerce Business Daily.

From a contractor's point of view the

DRFP is advantageous, particularly for

an assessment of the importance the

Government places on Mission Assurance.

At the Space Division for systems

acquisitions, mission assurance is

usually an item of consideration. This

means the decision maker, the source

selection authority, will definitely

be briefed on the relative merits of

the individual offers with respect to



proposedapproach to mission assurance, outside the Departmentof Defense.

As a part of the technical proposal,
quite frequently a separate mission
assurance volume is requested cover-

ing such factors as Quality Assurance,

Maintainability, System Safety,

Reliability and Parts and Material and

processes. Naturally the contract

administrative office of the DCAS or

AFCMD is consulted for each offeror's

history of performance on these same

subjects.

The role of the Contract Management

Division of Systems Command in supporting

the buying divisions in the selection of

contractors for major acquisitions has

been enhanced by their activating a

Contractor Past Performance Program

called CP 3. Basis for this move is the

regulation AFCMDR 70-23 dated I March

1982. The Systems Command believes that

past performance data has the potential

for indicating an offeror's ability to

fulfil the promises and projections

contained in their proposal for a

contract or program. Their objective

is to provide a standardized system

for collecting data, documenting the

record and reporting on selected

contracts. Reports are to be object-

ive.

The AFCMD has been increasingly helpful

in providing inputs to Systems Command

business strategy and acquisition

planning. Their lessons learned im-

pact the statements of work and contract

clauses. The related past performance

of offerors in competitive acquisitions,

per Systems Command Supplement to AFR

70-15, must be a specific criterion

and at least equal in importance to

all other criteria. In summary, the

formalizing and standardization

initiated by the regulation AFCMDR

70-23 is of interest to our contractors

and important to the Sapce Division in

the analysis of contractor capability

to satisfactorily perform similar

contracts or programs.

The foregoing represents an approach

in being to improve the acquisition

of new systems. Additional aspects

are being covered by other personnel

in this workshop program.

The major program definition is the

same as that previously mentioned or

that in the DOD Directives 5000.1 and

5000.2. Reporting will also be com-

pleted on subcontracts which exceed

the thresholds of major programs or

$I00 million. Currently 37 programs

have been identified for application

of the CP 3 Program. Eight of these

are Space Division programs. The

reporting is categorized under ten

specific facets. Details or precisely

what will be included under each cate-

gory is detailed in the regulation.

All aspects of mission assurance are

identified. The categories are aligned

with the individual functions per-

formed by an Air Force Plant Represen-

tative Office. Content of the data

files is identified as For Official Use

Only and therefore, is not releasable
H-17





MISSION ASSURANCE

THE ACQUISITION PROCESS

MR. JOSEPH W. KRUEGER
USAF SPACE DIVISION

SOUHCE SELECTION CATAGO_.IES

_mmoco s_
• • EACH k_'w DEVELOPMENT fq_OGlt•M HC _qo FOI_'_

EII1iMAtiO M |lie MiLUOel O• tlOAE m4lO MAY DELEGATE

N_M _ •¢m VAUOAnON ANO AIITO_OlfT'Y

FULL ll¢,i_| OEVlELOPMIENT. (APfl F8-1_

• _ INUD_JCt )Ott P_OQRAtt ItEOW_qmG

III.UO_ O_ _ INtOOYCTtOU

• AN1' MOi_FR: • I OOW. III_NTENANCE.

$1LqvIcU •k OYNEN _CT

I_lrlMA_J= rO _ M tmLLJON

Oa =mall

• O1Nla 0q_GItAm ON PflO_ .'TS

I_JI_IK4TIIO 8Y _ DEI r, $1EC

FOgt¢| Oil _ I_AX,

• • ACO_mrTX)le HlllllATliO AT Itl

tmtJ*JON OIt tlOm_ i_T L_ _ _¢1_ ¢Omtl.tlN)ES

t'tq_.SiMlOt.DS AgO_[ SWiW.E (mnlmoN

• _ VAJ.UfD MOAE 1tHAN -IZmp,tl'lrv FO_-

I_ MOM.JON 8i_lr UEWI _ Ste _JON

C • #_..G_TJOe_ VALUE0 AY LEa4 TK4N I_0

I_ M_LIOW

SOURCE SELECTIONHOW DOES SD SELECT A CONTRACTOR?

• ISSUE A REOUEST FOR PROPOSAL (RFP) TO
POTENTIALLY CAPABLE CONTRACTORS

* EVALUATE PROPOSAL RESPONSES IN TERMS OF RFP
EVALUATION FACTORS FOR AWARD (SECTION MI

• CHOOSE OFFER(S) WHICH HAS HIGHEST DEGREE

OF REALISM

DECISION MAKER

THE liOImCB SiLECnON AUl'NO_ffV IS It_E FO_t THE

P/tO_ER ANO EFFICtENT CONDUCT OF THE ENTUU[

EN¢Ot_AS&_ _ soucn'AnON, nN.UATION, IWUECTION

AND CONTRACT AWARO, HE _IALL HAVE _UBJECY TO LAW AND

_,PPI.JCAflL8 REGULATIONS) FULL R_SPONli_L)_t' A_D _ TO

ML|CT THE SOURCE tS) FOR AW/d_O AND AImlolri_ "1_ _tl[.¢u13oN

OF 'r)N[ ¢ONIRACI_

OBJECTIVES

• SELECT THE SOURCE WHOSE PROPOSAL HAS THE
HIGHEST DEGREE OF REALISM AND CREDIBILITY AND
WHOSE PERFORMANCE IS EXPECTED TO BEST MEET
GOVERNMENT OBJECTIVES _T AN AFFOROABLE
COST

• ASSURE IMPARTIAL, EQUITABLE, AND COMPRE-
HENSIVE EVALUATION OF COMPETITOR'S PROPOSALS
AND RELATED CAPABILITIES

• MAXIMIZE EFFICIENCY OF THE SOLICITATION,
EVALUATION AND SELECTION DECISION

CONTRACTS AWAROED

LOW OFIq_ WON

_ LOW OFF_ WON

BASIS FOR AWARD

CIqFI
FFp FPIF CPAF _ TOTAL

11 8 111 t2 SO

4 :_ :t _t tO

TI4E _dIO_ ST AI_TCS ¢o_tq I_qJ-412 _JllP_TtTIOm F.XCF.I[IDmG 01_ _ ¢lt

VALUE OUI" OQ NOT INCU/_ IN_,_ICES Itl'eB_ IdU.TPt.E AWAY08 W_NE _

It_q WHEI_ ONLY ONE HF.JPONSE WAJI fqEC_tED O_ WHFJ_ MAJOMt_

ALLOWABLE COST TO THE GO_qg_NT WAS 9PI_CIIqlED 8/THE _Al1_.



,_, SOURCE SELECTION (SS) BOARD

CATEGORY "A" ACQUISITIONS

// t"'====;=.... :':=:: l ' t

MISSION ASSURANCE
PROPOSAL EVALUATION, SPECIFIC CRITERIA

(AREA ITEMS)

TECHNICAL AREA

• SPACE VEHICLE SYSTEM (ITEM)

• TEST AND EVALUATION
• SYSTEMS ENGINEERING

• MISSION ASSURANCE

• SUPPORT OPERATIONS & SERVICES

• SPECIAL TEST EOUIPMENT

MISSION ASSURANCEPROPOSAL PREPARATION INSTRUCTIONS

AFSC DAR 3-550 SUPPLEMENT USE OF
DRAFT REQUEST FOR PROPOSALS (DRFP)

MISSION ASSURANCE VOLI)ME V

• DUALITY ASSURANCE

• MAINTAINABILITY

• SYSTEM ._4FETY

• RELIABILITY

• PARTS. MATERIAL, PROCESSES

4 FEB 1183

REVISION

AFSC DAR 3-550 REVISED

• REQUIREO FOR MAJ4_R PR(PP/RAM5 DEFINED IN OODD SOOO.I,

MAJOR SYSTEM ACQUI_dTIONS

• REQUIRED FOR CONTRACTS VALUED IN EXCESS OF $2S MILLION

• WAIVER AUTHGRITY--AFSC OIVISION DEPUTY FOR CONTRACTING

• MAY SiS UI_[O ON OTNiER COMPETITIVE ACOUlSITION$

AF CONTRACT MANAGEMENT
DIVISION

CONTRACTOR PAST PERFORMANCE
PROGRAM (CP3)

AFCMDR 70-23

I MARCH 1982

H-20



PAST PERFORMANCE DATA

DATA HAS THE POTENTIAL FOR INDICATING AN

OFFEROR'S ABILITY TO FULFILL THE PROMISES AND

PROJECTIONS CONTAINED IN THEIR PROPOSAL FOR A

CONTRACT I PROGRAM

CONTRACTS (37) SELECTED FOR
PHASE I PAST PERFORMANCE DATA BASE

l)OID4tG - DET • _1_ HUGHES. OET

ALCM, ASO F-1S RADAR • ASID

EATS • ASD MAVERICK (IN

R.10 - ASD HALO • SD

MINUTEMAN • •MR AMRAAM • AD

MX . BMO WASP • AD

E-RA - ESO

E4 • LRD

ius - SO

ASAT . SO

WE•nNGHOUSE - GET 4S |4_ MARTIN MARIETTA , OET tO

ALQ • 131 . ASO TITAN tit - SO

F-ll RADAR • E•O G$_ • •D

ALG • tU - A•D PI¢ • SO

[-RA - RADAR - E•D MX . NMO

PRATT • WHITNEY - DET 4 (_ GENERAL ELECTRIC - DET M (2)

F-lEaF-t00 ASO MK 12 - RMO

F-IWF.IgO • ASD DSC• . SO

AFCMDR 70-23 OBJECTIVES

• PROVIDE A STANDARDIZED SYSTEM FOR:

COLLECTING DATA

DOCUMENTING RECORO

REPORTING ON SELECTEO CONTRACTS

• REPORT OBJECTIVE INFORMATION TO PROGRAM

OFFICES

I CONTRACTS (37) SELECTED FOR
PHASE I PAST PERFORMANCE DATA BASE

(CONT'D)

THIOKOL - GET 43 _ ROCKWELL • DET 1| I1)

• RAM - ASD MX • RMO

MX 1ST STAGE (GUIDANCE A CONTROL)

_OCKHE_D. GET 21 11) AEROJET • DET aS (1)

C-SA WING MOO . A•D MX 2NO STAGE • RMO

FAIRCHILD - DET 44 |I) GENERAL DYNAMIC• • DLr'r 27 flJ

A-1O . A$O F.IS . ASD

MCDONNELL OOUGLA• - DET 41 {I I NOWrHNOF - OET _ I1|

ACE• II . A•O F-SE • ASD

PmCKWELL - OET lS (I I TmW. C)_T 49 (1]

n.li • A•D D•P • SO

PROGRAM CRITERIA

• ANY R&D CONTRACT I PROGRAM EXCEEDING S100

MILLION VALUE

• ANY FULL SCALE DEVELOPMENT AND PRODUCTION

CONTRACT I PROGRAM EXCEEOING $100 MILLION

VALUE

• PROGRAMS MEETING DODI (5000.1 & 5000.2) CRITERIA

ANO SO DESIGNATED

• WHEN A SUBCONTRACT'S VALUE EXCEEDS

THRESHOLD'S ABOVE

CONTENT OF AFCMD CP3 DATA BASE

• AFPR CONTRACTOR ASSESSMENT

• AFPR CONTRACT ASSES._dENT

• MANUFACTURING OPERATION•

• OUALITT ASSURANCE

• ENGINEERING • PROGRAM SUPPORT

• SU•CONTRACT MANAGEMENT

• CONTRACT ADMINISTRA13ON

• INOUSTRIAL MATERIEL MANAGEMENT

• FLIGHT OPERATIONS

• SAFETY I FIRE OPERATIONS
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I AFCMD DATA BASE RULES

MAY BE CONTINUED FOR PROGRAMS EXCEEDING EIGHT
YEAR DURATION OR EIGHT YEARS AFTER COMPLETION

SUMMARIES UPDATED SEMI.ANNUALLY AND WHEN
INCUMBENT AFPfl TERMINATES POSITION

iNCLUDES PROGRAM OFFICE INPUTS

AVAILABLE TO 0OD CONTRACTING ACTIVITIES

DATA FOR OFFICIAL USE ONLY

AFCMD DATA BASE USAGE

• BUSINESS STRATEGY PANEL (AF$CR 70-7)

• ACQUISITION PLANNING (OAR 1-2100)

• STATEMENT OF WORK & APPENDICES

• CONTRACT CLAUSES

• SOURCE SELECTION (AFR _15)

• CONTRACT MANAGEMENT

• CONTRACT ADMINISTRATION
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TAILORING OF

TECHNICAL REQUIREMENTS

IN GOVERNMENT CONTRACTS

Ronald J. Verba

USAF Space Division (AFSC)

Technical requirements are imposed in

government contracts by citing Military

Standards (MIL STDS) and Military

Specifications (MIL SPECS) (Acquisition

Management Systems) within the Statement

of Work. These acquisition management

systems cover technical and managerial

disciplines which must be addressed in

any program to ensure that the resulting

item will meet the stringent user re-

quirements of the military. These

disciplines include logistics planning,

maintainability, reliability, parts con-

trol, quality assurance, system safety,

etc. Historically, programs that ad-

hered to the rigid requirements imposed

by these acquisition management systems

have successfully met the military's
need.

To fully appreciate the importance of

these systems, one must understand their

evolution. Prior to World War II, the

technological base for military systems

resided within the military services.

Military laboratories designed and

developed systems in direct response

to the needs of that particular

service. Upon completion and accep-

tance of the design, an arsenal, depot,

or shipyard produced the system. With

very few exceptions, such as aircraft,

commercial industry had little or no

involvement with the development or

production of military systems. This

method was very acceptable to the

military because the military had di-

rect control over schedule and resources

as well as the methodologies employed

in the life cycle of a system. Our

entry into World War II demonstrated

that while this procedure had the

ability to serve the military needs

during peace-time, it did not have

the capability to expand to meet

the needs of full mobilization. This

fact, coupled with the rapid techno-

logical advances experienced in

post-war years, caused the military

to lessen its involvement in the

internal development of military

systems and become dependent upon

the technological and industrial

resources available within com-

mercial enterprises. The military's

reluctance to relinquish control

of the development and production

of military systems coupled with

industry's lack of understanding

of the customer requirements

caused problems in the early ac-

quisition programs. Military

regulations and directives are

not enforceable on contractors axLd

contractors had difficulty respond-

ing to customer requirements

because each service had service

peculiar requirements and, in most

cases, these requirements were not

compatible. At industry's insis-

tance, the Defense Department with

industry involvement, developed

documents (MIL STDS and MIL SPECS)

that would be used by each service

for imposing the requirements on

contract. This limited the dif-

ferent methodologies that a

contractor had to employ in order

to meet customer requirements.

Initially, these documents were

invoked in total. Th_s became

expensive and imposed unnecessary

requirements. In order to preclude

the imposition of unnecessary re-

quirements and to reduce costs, the

government directed that the docu-

ments be tailored to the particular

acquisition so that only the minimum

essential requirements were invok@d.

These same principles are prevalent

in today's acquisition environment.

Statutes, directives, regulations,

policies and practices, mandate the

imposition of acquisition management

systems to ensure that technical

disciplines are recognized and con-

sidered in the development and

production of military systems.

Department of Defense Directive

5000.19L requires that technical
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requirements be imposedin ac-
quisition contracts through the
citing of approved acquisition
managementsystems. The Defense
Acquisition Regulation (DAR)
1-1201, requires that these
acquisition managementsystems
be tailored to include only those
requirements necessary to satisfy
the minimumessential needsof the
acquisition. Recent changesto
DAR1-1201permit the tailoring "in"
of requirements as well as the tailoring
"out" (exclusion) of requirements. This
enables the acquisition managerto have
the latitude whentailoring acquisition
managementsystems to keep pace with
the rapidly changing technological
base being experienced in today's
aerospaceindustry. In addition to
the changesin DAR1-1201, DAR4-105 was
changedto reinforce the government
policy of specifying "what" has to be
accomplishedrather than "how to do it".
These two changes, coupled with the
current environment within the aerospace
industry, demandthat the industrial and
military acquisition communitiesmakea
concerted effort in streamlining acquisi-
tion requirements. This can be accom-
plished by earlier and moreproductive
dialogue betweenthe potential contrac-
tors and the customer in determining
the minimumessential requirements for
a particular acquisition objective.

Tailoring of military technical require-
mentsmust consider the nature of the
item being acquired, the environment in
which the item will be used, the acquisi-
tion phaseand the technological risks
associated with the developmentof the
item. Unrealistic schedules, extremely
high risks, and excessive or inappropriate
requirements must be identified prior to
contract award. This should be accom-
plished early in the acquisition cycle.
In the caseswhere Draft Requestsfor
Proposals (DRFP's)are issued, potential
offerors should submit constructive
commentsand alternate proposals con-
cerning the tailoring and imposing of
technical requirements. It should be
noted that while alternate proposals
are desired, these proposals must be
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addressed to existing and approved
Military Standards and Specifications
rather than to individual corporate
policies, procedures or practices.
Proposals for other than approved
standards or specifications cannot
be considered. In those cases where
DRFP'sare not issued, dialogue be-
tween the acquiring organization and
the potential offerors should be
established earlier in the acquisition
cycle. The proper tailoring of tech-
nical requirements can reduce costs,
therefore, in today's competitive and
austere defense acquisition environ-
ment, judicious and prudent application
of technical requirements maybe the
key to awardor cancellation of a pro-
gram. However, it should be stated,
that caution should be exercised when
tailoring technical requirements to
reduce costs. The failure to address
technical requirements in the ap-
propriate acquisition phase, while
providing an immediatecontract cost
savings, could prove far more costly
over the life cycle of the item.

Recent recommendationsresulting from
the U.S. Air Force SystemsCommand
"Project Cost" will help to enhance
the acquisition process. Three re-
commendationsare of immediatebenefit
to the application of technical
requirements. They are:
I. Encouraging the use of complete

DRFP's.

2. Certifying contractors methods

and ability to satisfy technical

requirements applied through

MIL STDS & SPECS thus eliminating

the need of detailed plans to be

submitted with proposals.

3. Clarifying in each contract, the

extent of compliance required by

the tailoring of MIL STDS & MIL

SPECS (tiering).

In order to maximize and realize the

benefit to be derived from these

initiatives, industry must:

i. Be responsive to the DRFP and

negotiation of technical require-

ments.



2. Establish internal policies and
practices that will be in accor-
dancewith and satisfy customer
requirements.

3. Makemaximumuse of the MIL SPECS
and MIL STDSin lieu of attempting
to substitute individual corporate
plans, procedures, or practices.
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Mission Assurance

1983 Acquisition Workshop

June 7 - 9, 1_3

.la'nm A Horn

Uocmll A_r_c Cry.pimp,

3-D_ONS ARE MORE COMPLEX THAN 2

2 tO 5 $corod afcds ('ltd_ca_, nh_l'Ull_O'mml,[_'oduclaon,pl_ I_. coil,I_:)

• MANAGF.MENT _ 1 o 5

.2 TO 9 FOIl F._CH

OTNIII _

• _ Otfrl_k

°_

* "r_l _IC.AL _TO)

• MANAGDAI_*T l TO ._

* _I TO 1' F(_ F..AOI

AGENDA

.Msumlm_ , 'f, uim_ _ad Objectives

Rmmmmadatiom

ASSUMPt tO_'qS, TRUISMS AND OBJECTIVES

SHORTER PROPOSALS COST LESS

F_OPOSAk PAGI_ NOi OF IbAGl_

Fairly award contracts at least cost

Better Iwoposals result in better programs

RFP's result in better proposals

ydimemiom are more complex than 2

F.xr..hange of u_ocmation t_ help_l

Per,qx.cuves areailferent

_orter proposals cost less

One pagecan onlym_swersomany qucsUous

Feedback is essential

INTEGRA l't" TI IE H.l't"

Integrate :K_ams L, M, bOW"& CDRL's

Do a rmpouse matrix

Ptmqde document outline
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RF£X)M_NDATIONS FP2F_IBA_I.

Improve oomm_

• F_ i.'_. english vs contr,:real, keep it sire#

• l_lu_ 5dimmskm to 2Mimemion

• Use ¢m._.te draft RFP's

• la_9_ pfopc_ to _umd murder board

•Applyprot_:_pr_p_ to l_'_'s

'"£'e.11 it Like it is"

REDUCE blZ_ OF PLtOP_oAL SUMMAI_ x'

Limit to deddmg e._n_'_Ls

' 'stipulat_m" approach

Link at M_..swers/l_Jeindex

imms/faaors/crlteria used m set_LRmprocess

Al_ys SlZcily I_e count

We have .u_ s.ccccdcdi,t_wering all0/our questions.

in _ct,we have notcompletelyan.sw_edany o/dram.

The answerswe h*ve,however,do servetoraisea who_ new

satofquestumsaboutpfobkms we had not thoughto/

previously, in some ways, we are as confused as we used to

be, but we believe that out c_ it, now oll a

and about more trnportam matters.

Anonymous
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Potential Impacts ,_,,,,,,_""°_,

MISIIOe4 AIIURANCE OONFERENC!

Ad_IS4 T IO1_I_1CD44_

PIqOCICmLmE$TO IIOIIOVE TI_
ACQUISITION Of NEW IYITIi41

_qOWOIAL PA|PAR_T)OI+ _RUCTIOml

_LW • N|LIOm
lalIIVIUll mlllCTOm *ceUllmaN IINIXCdlUI_

_ACl Svsrl_ _lws+o_

LOCXm_EDml61LtS • S_*C[ C_PANY I_C

• Seriously Impair Efforts to Malntann an independent and Broad

Compehlive National Industrial Base

• Tendency to Dictate the Specific Kinds of Efforts Individual

Contractors Should Pursue: Reducing Contractors' Flexibility

• Must Reduce B&P Cost to MaMtain Current Level of Competition

ABenda
MISSION

AssueANcI

PROCEDURES

TO IMPROVE

THE ACQUISITION

OF NEW SYSTEMS
• Proposal Preparation

Instructions

1. Introduction

2. Use of DRFPs

3. Proposal Outline

4. Format Specifications

5. Page Limitations

Use of DRFPs m
AmUIL4NCE

PROPOSAL PREPARATION INSTRUCTIONS

ISSUE:

• Are Seeing Them Now on Most Major Proposals

• ShortfalI--PPls are Frequently Incomplete

-- Tend to Prepare Draft
Proposal to PPI That Will
Change Drastically

1_m_6aamammw m

/

Congressional Concern Over IR&D
And B&P Spending

• FY m Continuing Resolution and House Appropriations Bill Called lot

-- _ Reduction In Procurement Accounts for IR&D and B&P

-- _N=rate Line Item Budgeting for IR&D and B&P Beginning in FY 84

_ 0llI#l&E Memorandum, 23 Feb 1983, to Service Secretaries Directed

8 Ior FY 83 IR&D and B&P Funding

U4 Appropriations Bill Directs USB R&E to Establish Within His

Position Vested with the Responsibility to Monitor the

of IR&D and B&P Ceilings

Example: DRFP

""_ =_ =o

,tl_, . q, Dim._

111 .4,,i _,_: I.,i_.,_ el

,rl "._+.i: _ l,,.ml._ l,la

_ in_
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Example: Final RFP RecommendationMIIUlUU_-I

USE OF DRFPs

_, =JU
Jm _mL

:_----..--,_,:-.":'.',:-:=-- ..........

_--. _.'_-.__.__-- ....

USE OF DRFPs

• Put as Much Time in

Developing PPI as SOW

and Specifications

ASSaUEA_E

• Feed Back Disposition of Comments as Soon

as Possible

--- #,•.,..., Exam : DRFP
USEOF Omms

-- ---- o F --

nmlmm.

id _ 7. _,Lk _m_t

I. vll_ ul- _ I

A

__ ._-

i

.ra

I_ _ _ O_dllml Iwtd DiSCUSsIon Items

Very OlfficuN to Correlate SOW/WBS Paragraphs With

_tll_

-- Forc_FI| sOW Into Oulll_

-- Address SOW in Multiple Places Within Proposal

• Normally Outline

-- Study Proposal to SOW

-- Hardware Proposal to WBS

ISSUE

• Particularly Difficult to Correlate

PPI to SOW end WBS on Service

Type Contract--Such as System

Integration, Sys. Engrg, etc.

..m Example: Final RFP_IRJ_ANQ Example: Method 1 TALON GOLD
PROPOSAL OUTLINE

L.,--2--_ ....

_.,;2.',-' -
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m Example: Method 2
PROPOSAL OUTLINE

voL ] ....... I .c .... , _o.' I " i
ii I ) I ] i I.l,_ i I,LQ

I , I

i I
I

i

I

'q_mw_e m• m

Example: RFPs_5_ulUa_¢l

-- m.m.6mmimm.a.

Recommendations

PROPOSAL OUTLINE

• Identify Which SOW Paragraphs

Should Be Discussed in Which PPI

Paragraphs

• Better Integration of PPI, SOW, etc.

...o_ Example:
¢_, "s_' Wordprocessing ,,,=,,¢,

; __ FORMAT SPECIFICATIONS 17._--_,_._. ___t

..:¢=_--.-.,.:.:.-__-- .--

• Industry Participation in RFP = _.=.-..--__=.,

Revlew/Murder Board

BENEFITS • Simplify Proposal Preparation
t.

• Make Evaluation Easier _,._-._'_"_ "_

-- Data Is Where It Is Ex_oectecl ToBe

Format Specifications
Example:

•s_u,,_ Wordprocessing
PROPOSAL PREPARATION INSTRUCTIONS

• Changes from One RFP to Another Cause Cost to
Increase

-- Size of Type & Line Spacing
-- Image Area

• Current RFPs do not Allow Use of State-of-the-Art
Labor Reducing Systems Such as Word
Processlng/Phototypesetting.

FORMAT SPECIFICATIONS
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Example: lUustrationsANUIIN_C|

_.....--.

FORMAT SPECIFICATIONS

Is POINT

_._-Z°.=._''

Example:. |

Recent Cost Drivint_ Trends _f; _,. ....

• Different Color Covers for

Each Volume

• Vugraphs of Executive

Summaries

• Restriction to Printing on One Side of Page

-- tmDcoves Retentk_

-- Improves Com_

• Impcoves Referablllly

Type Style Changee Make important Items Easier to Locate

. . • _ |of Automatic

' _ Hyphenation

Juttlftcltlon

Column end Peg® Breaking

Recommendations

FORMAT SPECIFICATIONS

• Standardize Type Size Ind Art
Reduction Specifications

• Format
• Size of Page:

-- 8-112 _ 11 I_chesKStandard Page)

-- 11 x 171nches(Foldouts)

• Type Style:

-- Word Processing, 10 Point "Elite" Minimum 1-1/2 Spaced

-- Phototypesethng, 11 on 18 Points

• Illustrations:

-- 6 Points Minimum, All Caps. Single Spiced

'*¢pu=*m_
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Exampie: _-_: _ l
P1ansLimitedl" I.-__-" I " I _ l

Page Count I !_'_---- 1 I " l
PROPOSALPREPARAT|OI_ | \ __-- _ " _L_ t

Recommendati0ns""_°_ "_)i_._ _'_ :'_'::_i '_,',_ INSTRUCTIONS _

FORMAT SPECIFICATION

PREPARATION INSTRUCTII_

• Cost Directly Related to Number of Pages

U/ • Biggest Driver is Program Plans/

, :
Preliminary CDRLS.

m

Exam
Plans Unlimited

Page Count
PROPOSAL PREPARATION

INSTRUCTIONS

.._= c_ mm_ blddb _ cmm
PA_lm

|, I

r i ,_l_ _ _
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_' _ (Ja_agge_lts on Program

P1inlm.;uRLs Required as Part of Proposal
8ubmlttal.

,f.
°

•r "-

T

• Eliminate Redundancy of
Information Required.
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_:: OVER APPLICATION AND MIS-APPLICATION OF MILITARY SPECIFICATIONS

AND STANDARDS

John Morey, Hughes Quality Assurance Manager

_n 1974, Bill Clemonts, then Sec-

:_ary of Defense, said, "The

u_:blem with Specifications and

i landards is not in the documents

_l_emselves, but rather in the way

Ll.ey are mis-applied". From that

I_._ginning, nearly a decade has

,_ssed during which all manner

,,9 well-intended admonitions,

:_,vestigations and attempts to

:_apple with this task have not

_.[ved the problem.

_'ailorinu became a buzz word.

_._t nobody had a solution for

he big problem of 60,000 doc-
,_(Lents in the DODISS. There

_E,ve been instances when a sin-

:I,i_specification was "tailored"

<_ accomodate a specific phase

[ a specific procurement. There

s MIL-Handbook-248 that reminds

Procuring Office that to do a

<,asonably through job of tailor-

,ng requirements for a routine

[,zocurement may involve reading

2],000 documents and determining

_:hich parts of those documents

_,hould be made applicable to

which phase of the acquisition

,ycle. The admonition is com-

,.]etely sound; the practical

application is a physical im-

i,(_ssibility.

]his paper treats with a pro-
:,osal to enter the DODISS

![)epartment of Defense Index

_[ Specifications and Standards},

_cJentify those Specifications and

'i!:andards, and their references,

'bat lend themselves to partial

_r_d incremental application,

..,_l:eprior general determinations

• { that application based upon

l:he phase of acquisition, the

,_>mplexity of the product and

I nown (or anticipated) production
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rate and provide pre-tailored recom-

mendations as an integral part of the
document.

Some basic assumptions are made as
follows:

I) The problem of over-application

is essentially no different today
than in 1974.

2) The task of tailoring as defined

by MIL-Handbook-248 is imprac-

tical if not impossible. No

procurement office has either

time or expertise to read and

determine such requirements.

3) The initiating agency for the

Specification or Standard is

best able to prepare a rec-

ommendation for applying the

document to the phase of acqui-

sition, the product complex-

ity and the anticipated produc-
tion rate.

4} The availability of such "pre-
tailored" information as an

integral part of the document
will:

a} Allow the generation of

far more specific tech-
nical and administrative

requirements in RFQ's.

b) Reduce (or eliminate} the

clamor for respondents to

RFQ's to propose "innovative

approaches" that are intend-

ed to do away with unneces-

sary requirements. The spec-

tre of "non-responsiveness"

and "consideration" generally
over-shadow these well-

intended clamors.



c) Allow contractors to

completely put aside

non-productive require-
ments that otherwise

must be dealt with.

d) Recognize and deal

effectively with the

acquisition phase-sen-

sitive degree of appli-

cability as displayed
in the "Block 2" view

graph.

Why doesn't "Tailoring" as cur-

rently expoused, work? Part
of the answer is in the fore-

going paragraphs, but a vital

part of that answer is that

"Tailoring" must be done each

time, for each procurement,

for each phase of acquisition

by each SPO. It must then be

responded to in kind by each

respondent to the RFQ and then

of course, implemented in its

program and phase-unique char-
acter at the selected contract

facility. That simply isn't

practical or economic; as a

matter of fact, it is a ter-

rible waste.

There is a way to fix the prob-

lem and at the same time pro-

vide a workable technique to

identify those tasks that are

particularily applicable to a

procurement and, equally impor-

tant, eliminate those require-
ments that are not.

First let's briefly describe

what Hughes calls Partition-

ing. Partitioning provides

an applicability matirx as

an integral part of the Spec-
ification or Standard. Char-

acteristics of the Specifi-

cation or Standard, by para-
graph or by sentence, are

identified in the matrix as "es

sential", "deferred" or "continu-

ing" in relation to the phase of

acquisition, the complexity of the

product and the anticipated prod-
uction rate. A three-dimensional

matrix graphically displays the
treatment of these vital character-

istics of an acquisition. It should

be mentioned again that it is rec-

ommended that the agency responsible

for preparation of the Specification

or Standard be responsible for prep-

aring the initial application matrix.

Other agencies, at their option,

may include modifications or even

unique application matricies for

their own procurements. There is

no perceivable problem with having

a Specification or Standard that

includes a matrix of the preferences

for Army procurement, Navy procure-

ment, Air Force procurement, NASA

procurement, etc. Much to the

contrary, without such application

information we remain at the mercy

of the "status quo' which as I'll

point out next, we must not continue
to tolerate.

Let's review an example and deal

with a well known, much used document.

Specification MIL-E-5400 is the

Genral Specification for Airborne

Electronics; it is an Air Force

preparatory responsibility. MIL-

E-16400 is a Navy counterpart.
Both these documents are best de-

scribed as irreplaceable in terms of

the assembly of intelligence they

contain. If we didn't have them,

we'd have to invent them. But they

are awsome in scope, detail and par-

ticularily in the referencing

chain. Applying them to a program

in entirety can be an invitation
to disaster. At the first level

of indenture, they contain hun-

dreds of referenced Specifications

and Standards; at the second level

there are thousands. For example,
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they both reference MIL-STD-454
for Soldering. MIL-STD-454 has

some 90+ specific requirements

and as an illustration, Require-
ment 17 alone in turn references

86 other Specifications and

Standards. By the way, there

happen to be some 320+ Solder-

ing Specifications and Stand-

ards in the DODISS. They may

appear anywhere in the 2nd, 3rd,
4th or further tier of reference.

So how big is this problem?

There are some 60,000 Specifi-
cations and Standards in the

DODISS. The example above re-

peats itself over and over

throughout the entire spectrum

of documents. There is, for

example, no easy way to enter
the DODISS and extract the 320

Solder Specifications and Stand-

ards mentioned earlier; there

isn't even a "rather difficult"

way. There is only a plodding

document-by-document method.

Recognizing this, a frontal
assualt in the DODISS was elim-

inated. In lieu, we pulled a

random sample of documents and

evaluated them. With reason-

able confidence it can be stated

that only about 6400, or roughly

10%, of the documents in the

DODISS lend themselves to partial

or incremental application. The

balances are quite clearly "either-

or-else requirements; one plate

apart or does not plate it, etc.

Of the 6400 documents, 5400 are

"Tailorable" for only about 25%

of their content, the balance
of 500 are "Tailorable" for 25%

to 100% of their content. So

while the task to develop ap-

plication matrices is formidable,

it can be done.

As a result of an effort under-

taken at Airlie House in the late

1970's matrices have been developed

and applied to MIL-STD's 470, 480,

882, 785 and 965. By my calcula-
tions, that leaves 6395 left to do

and I suggest that we get on with
it.
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SEARCHING FOR A SOLUTION

THE
OVER APPLICATION

AND
MISAPPLICATION

OF

MILITARY SPECIFICATIONS
& STANDARDS

SQUARE ONE

A LOOK INSIDE BLOCK 1

I [i_i. A.I.D-OLOWE,,N.LOCK2I "'"'"
I



PROBLEMS WITH TAILORING

• MUST BE DONE

• BYSPO

• FOR EACH PHASE

• EXPERTISE LACKING AT SPO'S

• PRECEDENCE VS IMPORTANCE

• THE FAN OUT PROBLEM

r
HUGHES

SOLUTION

TAILOR

SPECIFICATIONS

AND
STANDARDS

i o .................. ,

I)eo- u JIK - lqeA ; _IB t

Imamgi

_.I._.$ hm_v ep mtun_ OMCIFi_IaUS ,i _naRo. _ mmumocu mPtCtpoc,*-

Tll I STIONOe II_a1D Is l_e s_mml UOUl_ _ i ilmrlm I laltJIP

N line AP_IUIiIn, _ M II POI_II_ Nl•e-IN_ Oaevtn K On _ mrtlml

II_U _a_ OF quit (aM) Ill Tim _ m•t m aqlla /MI_

_I4_LV _lgnl cem.l_oq illx Jim _cme IlU OOmll_, lure m, EB Iwl_ 1lg

IlOmEUlllrB, I[_. _ IAIUB|NE _ i 4tCC•fLlmlm inllmlR i I

line•gilts, II_IlIB _ IWl il_lil_l, IKi.mIH _ _IPID _ W

Ui.

TAILORING CONCEPT AN EFFECTIVE ALTERNATIVE
i ...... ,

HliJ_,HIBi .... i

• REMOVE NONESSENTIAL REQUIREMENTS
FROM:

• RFP'S

• CONTRACTS

FOR EACH SPECIFIC PROCUREMENT

• INSTEAD OF

REQUIRING $PO TO TAILOR AND RETAILOR - THE SAME

SPECIFICATIONS OVER AM) OVER

• WHY NOT

PARTITION THE SPECIFICATIONS AND $'rANOARD$ TO

FIT SPO NEEOS
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WHAT IS PARTITIONING ?

li ii

ADVANTAGES OF TAILORING
BY PARTITIONING

• ITS AN "APPLICABILITY MATRIX" TABLE IOR SET OF TABLES)

• ADDED PERMANENTLY TO SELECTED SPECIFICATIONS OR

STANDARDS

• PROVIDING ADVANCE SELECTION OF REQUIREMENTS

• CUSTOM FIT TO THE NEEDS OF EACH BUYING ACTIVITY

USING THE DOCUMENT

• FOR ANY COMMODITY TYPE OR ACQUISITION PHASE

DOESNOT REQUIRE REWRITE

ALLOWS TIMELY SOLUTION

SAVES MONEY

ONE TAILORING DOES JOB

ACCOMMODATES EACH MILITARY BRANCH

EASILY COMPUTERIZED

HOW DOES PARTITIONING AFFECT IDOCUMENT'S CONTENT ?
II

HUQHE8

• IT ADDS

• ONE OR MORE MATRICES

• PLUS ANY APPLICATION INFORMATION DETERMINED
NECESSARY BY THE BUYING ORGANIZATION

• WITHOUT DISTURBING EXISTING CONTENT

SAMPLEOF PROPOSEDMATRIX _

II

'relql oll I

II

ras'e ilms

o_ 0

_olS| hm|

RI_ Pc

._ cmlm

t,Ht.t

i.t, I*

A 4/erlrlo llNG: Ac u/ /rro , I
A OOM/O_EX/_,fOOf'9_ I ..............i.....

F..__f_S.O , LOW QUANTITY

PROOUC,TION _LEXITEMS
t,.

THE SPEC FANOUT PROBLEM

I

2 j .I

--_.7..,7-- .._ _- .......
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DoD ISS" BREAKDOWN I ........
($4.9_0 LISTED DOCUMENTS) HUGHES i'

"\ ]

,_._,/.../ "\ /
_../ _,

i'°'1 /.x _','?"

.... j

ESTIMATED MIL SPEC AND STANDARD
PARTITION DISTRIBUTION

!

i

MOO 'l --N0_

PARTITION_JJ L| MIL $PE_S • s'rD1

eeoeeess se_ae._4 I '"_*'U:

IPEC$ WITH MATRIX 4DOED

MIL4rTD-4?0 MAINTAINABILITY

MIL4rI'D480 CONFIGURATION

MIL-_ IAFETY

MIL-$TD.?m RELIABILITY

MIL4rTID.INm PARTS CONTROL

gPECS WITH TAILORING INFORMATION INCLUDED fin TEXT

MIL4rro.1621 TECHNICAL REVIEW

MIL-E,41061 ELECTRO-MAGNETIC COMPATIBILITY

MIL_ HUMAN ENGINEERING

MIL-_ AUTOMATED ENG, DOCUMENT PREPARATION
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THE TROUBLE WITH QUALITY/INSPECTION

Jack Godsey

Director, Quality
Thiokol Corporation
Huntsville Division

There is quality trouble in River City--
and in other small towns across America--

and in the big cities--and in the giant
cities, also. One trouble with quality

is inspection.

We inspect too much

We inspect the wrong things

We inspect at the wrong time

What does Acquisition have to do with

quality? I'm not sure just yet.

Well, why is Acquisition interested in

quality?

We have heard that our military

systems are deadlined a lot of the
time because of quality.

We have heard that the U.S. auto

industry tottered because of
quality.

We have heard that quality and
productivity go up and down, hand
in hand°

We have heard that we lost much of

our foreign market because of
productivity.

We have heard that unemployment is
the result of loss of markets.

This almost sounds like the medieval

tale of the loss of a kingdom for want
of a horseshoe nail.

The trouble is, the quality tale is

probably true.

But things aren't all bad. We are the

best at aircraft, space missions, fast
foods, computers, designing robots,

faming and movies -- and probably

other things that do not come to mind
just now. I have the feeling we are

better at everything, if we set our
minds to it. We are setting our minds

to it; that is what this conference
is about as well as activities all

over the country for the same purpose.

Last fall the Air Force Systems Command
initiated "Project Quality" to develop

contractual incentives to improve
quality. Project Quality is very
acquisition oriented. A survey asked

tough questions about techniques from

the proposal phase through the admin-
istration-of-contracts phase. Such

questions as:

Should there be an award fee

incentive for quality?

Should there be a "warranty

of producibility" clause

with lead contractor liability?

Should there be a statement of

work for quality?

Should quality be given more

weight in source selection?

Should DCAS delegations contain
specific instructions?

This workshop includes a status
report on Project Quality.

Of course, Acquisition is involved in

quality.

In quest of improved quality and pro-

ductivity, some serious challenges
are being made to traditional manage-

ment philosophy:

Participative Management

Decisions by Consensus

Quality Circles
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Thosesubjects are being addressedat is embarrassedby quality deficiencies
universities, managementtraining and yells, "Whywas that not inspected!"
seminars, and probably at this confer- Past practice is pusheddownwhensome°
ence. I will not talk about that today, one important yells, "Weare spending
I want to be morespecific, moreon inspecting than on making the

Weneedto narrow our sights; draw a
bead on one subject--Inspectiono
Maybewe had better close downour
sights a little morebefore we draw
a bead--say, to three inspection prob-
lems.

Weinspect too much! Weinspect the
wrong things! Weinspect at the wrong
time!

Wehave heard so muchabout the Japa-
nese's successesthat we don't want to
hear any more. But, they did take two
of our most knowledgeablequality
spokesmento heart--Dr. EdwardDeming
and Dr. J. M. Juran. The accountsof
howtheir expertise was applied is now
familiar. The samething happenedto
our robots. Wesent themto Japan.

In Ouchi's "Theory Z" he reports the
Japanese's incredulous remarks upon
viewing U.Sofactories.

Whydo you Americans inspect
so much?

Don't you trust your ownpeople?

Whydo we inspect so much?

item !"

Frequently, that is true. It can cost

as much to inspect as to build.

We must generate enough inspection
data to satisfy our customers' per-
ception of what is required. An

element of cost that is maybe 20% of
the total is left undefined.

Why?

It has always been that way.

OK, how can Acquisition help? I don't

know the total answer, but a giant step
forward would be to cause the state-

ment of work to be explicit about
"objective evidence." Exactly what
hard data is required to determine

acceptance? I am quite aware that
the data required may depend on cir-
cumstanceso

Right now the amount of inspection
is determined by the subjective "con-

vince me the item meets the spec."
We need to remove as much of that sub-
jectivity as possible.

Because we find so much wrong.
so much wrong because we depend on in-

spection. We put resources there that
would be better put into doing the job.
We don't know how to break the cycle.

It is like the chicken and the egg.

Further, we are not sure how much we
have to inspect by contract° Certain

"objective evidence" of conformance is

required° The inspection planners
don't know how much that is--so, they

go by past practice° Past practice
gets pushed up when someone important

Point No. 2. We inspect the wrong

We find things.

Sure we do. The inspection planner
does the best he can, but only the
designer really knows the relative
importance of features, characteristics
and dimensions.

Some designs have a designation along-
side each callout--saying:
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This is moderately important

This is important



It is usually called a classification of
characteristics° The classifications
are:

Critical

Major
Minor

The designer can use an alternative
meansof communicatingthe relative
importance of characteristics. He can
do it by putting tight limits on them.

Not only does that methoddo a poor job
of communicating, it has all kinds of
bad side effects°

Classification of characteristics allows
the people making the item to plan tool-
ing, controls, and methodsin consonance
with real needs. It also allows that
inspection planner we feel so bad about
to do his job better.

Sometimesthere are tough choices. We
can't afford to do everything.

Sometechnical data packageshave a
"classification of defects" which should
not be confusedwith "classification of
characteristics."

requirement to generate a classifi-
cation of characteristics as part
of the design using WR-43Adefini-
tions and guidelines would lead to
better quality, I think.

Myfinal point--We inspect at the
wrong time.

Weinspect too late. If an item can
be corrected at all, it probably can
be donemoreeasily right where the
process is. Further, the reason for
any defect can be found then and
there better. There are exceptions--
but, they only cloud the issue; they
don't changethe conclusion. Back
to my argument. The longer you wait,
the worse it gets. After items have
beendelivered, and the investment is
large and the schedule is pressing,
differences of opinion about inspection
results may]ead to loud discussions
about who knowshowto inspect--and,
to other stressful situations. The
longer wewait, the worse it gets.
Whenwewait until the user has a
problem, that is as bad as it can getJ

Then, why do we wait?

There are some reasons--it is more

efficient to inspect in stages and
The "classification of defects" if used in groups. For example, several steps
like a "classification of characteristics" in a sequence can be verified at once.
would be OK° But, its intent is to guide That means the inspector can rove.
the decision process in determining
what to do with items already built,
inspected, and found to be defective.

That guidance usually hinders more than
it helps, because (1) the kind of people

involved in MRB decisions already know
the importance of the defect, and (2)

the significance is logically impacted
by the degree of non-conformance which
the classification of defects can't

anticipate.

The Navy has a classification of charac-
teristics document; WR-43A. It also
deals with other related subjects. A

AlsO, if a large number of units is
being made, you can check them faster

in a group--or, you may be able to
statistically sample.

Another reason we wait is just to do

the inspection by our own people in
our own shop°

Another reason is that the customer

(particularly the government customer)

may insist on inspecting in your shop
--not the vendors. If he does insist,

you may as well inspect in your shop

also because you are obliged to pro-

vide inspection tools, facilities and
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assistance° I amnot attempting to
tell all sides, so I will just say
that I amnot trying to be critical of
the governmentQAR. But, the QAR
should have instructions that charge
him with acceptanceat the earliest
point.

Well, should we inspect as early as
possible--or wait? Myargument is for
early as possible. The inspector may
not be able to inspect as much,but I
say he will do more to insure a quality
item.

Here is what I amsaying we should do.
Inspect less--select inspection points
based on importance of the feature--
inspect as soon as possible.

Whatcan Acquisition people do?

Perhapsyou can help:

(1) Include contract language
that defines the amountof
inspection data required for
acceptance.

(2) Include a Classification of

Characteristics as part of
the technical documentation.

(3) Promote inspection and
acceptance at the earliest

possible point in the process°

My suggestions are very simple. Maybe
you will have some better ideas.
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WHAT BENEFIT FACILITIES?

A CONTRACTING OFFICER'S DECISION

Jack Nelson, AFSD

With the advent of "Profit 76" payment

was provided to the contractor as con-
siderations for capital investment risk

associated with the facilities employed
in performance of a contract. Defense

procurement circular (DPC) 76-3 dated
l September Ig76 directed this consider-

ation to be 6 to lO percent of the net
book value of the facilities employed.

This was revised to 16 to 20 percent by
Defense Acquisition Circular (DAC)

76-23 dated 26 February IgSO. This 16

to 20 percent factor is based on con-
sideration of whether the facilities

are general or special purpose, the age
of the equipment or facilities, the un-
depreciated value of the facilities and

the relationship of that undepreciated
value to the contract effort° In making
this value determination general pur-

pose equipment is given less weight than
special purpose equipment which con-

tributed to the efficient production of
the instant contract items. Also con-

sidered are projected new equipment and
facilities investments. These new

investments must be part of an approved
investment plan, have achievable benefit
to the government, primarily defense
business, and reduce the life cycle cost

of the defense products produced.

DPC 76-3 also added DAR 3-1300

"Facilities Capital Employed" which is
the DOD implementation of Cost Account-

ing Standard (CAS) 414 "Cost of Money
as an Element of Cost of Facilities

Capital" This cost accounting stand-
ard establishes criteria for and the

approved method of measurement and

allocation of facilities cost of

money to overhead pools. DAR 3-1300.I
policy states that it is the policy
of the Department of Defense to

recognize facilities capital employed
as an element in establishing price

of certain negotiated defense contracts.
It further states and I quote,"The

inclusion of this recognition is intend-
ed to reward contractor investments,

motivate increased productivity and

reduce cost through the use of modern
manufacturing technology, and to gen-
erate other efficiencies in the per-
formance of defense contracts."

These changes in profit policy also

revised the relative weight mix of
the major profit determinants. The

contractor's input to total perform-
ance which was 65 percent of the total
was revised to 50 percent of the total

by applying a 30 percent adjustment
factor to the profit/fee calculated for
the above the line contractor effort.

Cost risk was adjusted to 40 percent

of the total from the previous weight
of 30 percent and investment to lO
percent from the previous total for all

other factors of 5 percent.

Three elements are required to develop
cost of money factors (CMF). These
factors are used to allocate the cost

of money to a specific contract:

l) Business unit facilities

capital data

2) Overhead allocation base data

3) And the interest rate pro-

mulgated by the Secretary
of the Treasury pursuant
to Public Law 92-41.
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Variations in these three elements
therefore effect an impact on the devel-
opmentof the cost of moneyfactors
applicable to each cost accounting
period: Twoof these, business unit
facilities capital cost and the over-
head allocation base are controllable
or dependenton the contractor's
managementdecisions - the third -
the Secretary of Treasury interest
rate is the result of the government
economicoutlook. The cost of money
factors are developedusing form CASB-
CMFwhich is prepared by the contractor
and analyzed by the auditor and con-
tracting officer for compliancewith
Cost Accounting Standard 414. Esti-
mates of the capital cost of moneyand
capital employedare madeusing the
cost of moneyfactors and DDForm1861
"Contract Facilities and Cost of Money".
This form provides for the listing of
overheadpools in the samestructure
as the contractor's proposal and Form
CASB-CMFby year. Eachallocation base
is multiplied by its cost of money
factor to calculate the facilities
capital cost of moneyestimated to be
incurred annually for each allocation
base. Capital employedcan be deter-
minedby dividing the contract cost of
moneyby the Treasury rate. Theseend
results are used in the determination
of the profit/fee objective using DD
Form1547 "WeightedGuidelines Profit/
FeeObjective". DefenseAcquisition
Circular 76-23 directed the use of
three separate weighted guidelines
which employeddifferent weighting
factors for different types of contract
effort (manufacturing, research and

contracting officer a significant
amountof facilities is required for
efficient contract performancemanu-
facturing weighted guidelines shall
be used. In makingthis determination
the contracting officer is required to
assess the facilities neededinclud-
ing contractor ownedand leased and
Governmentownedfacilities. When
there is a relatively small amountof
facilities capital cost of moneyallo-
cated to a contract becausesomeof
the facilities are provided through
operating leases and by the govern-
ment this does not always meanan
insignificant amountof facilities
are required.

Whena methodother than the manufact-
uring weighted guidelines is used for
profit/fee determination DARdirects
the profit objectives shall be reduced
by the amountof the facilities capital
cost of moneyallowed. DODpolicy is
that it is neither desirable or equit-
able to apply an investment oriented
profit policy to contracting situations
which require relatively few facilities
and there is no significant productivity
gain to be realized by increasing
facilities investment. Therefore, the
facilities cost of moneyis considered
only whenthe manufacturing weighted
guidelines is used.

Weshould nowexaminethe impact the
contracting officer's determination of
_GLapplication has on the profit/fee
objective of a contract by comparinga
manufacturing determination to an R&D.

developmentand services contracts)°
determining whether a contract should be
classified as manufacturing, research
and developmentor services primary
reliance should be placed on the nature
of the work to be performed° Manycon-
tracts for research and developmentand
for services will require a significant
amountof facilities for efficient con-
tract performance. DAR3-808 states
that whenin the judgement of the

In The abovethe line weighting (Part I
"Contractor Effort") on the DDForm
1547for manufacturing weighted guide-
lines and for research and develop-
mentweighted guidelines are identical
except for the 30 percent adjustment
factor which does not apply to research
and developmentweighted guidelines. As
stated before application of the 30
percent factor in the manufacturing
weighted guidelines shifts the relative
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weighting of the major profit deter-
minats to 50 percent for contractor's
efforts, 40 percent for cost risk and
10 percent for investment° In the
case of research and development
weighted guidelines the directed non-
use of the adjustment factor coupled
with reduced cost risk ranges shifts
the relative weighting of the profit/
fee mix to one based predominately on
the contractor's effort.

profit/fee objective of 9.5 percent
vice the 14.15 percent profit/fee
objective calculated using the manu-
facturing method. This amountsto
a difference of 4.65 percent or
$46,500 of profit/fee opportunity
for each million dollars of estimated
cost.

SEEATTACHEDCOMPARISONTABLE

If wemakea comparisonof the resul-
tant profit objectives for a
manufacturing contract versus a
research and developmentcontract
wherethe subtotal profit/fee for the
contractor's effort is 9.5 percent
after the 30 percent manufacturing
adjustment is applied, the profit
factor is 6.65 percent for the manu-
facturing methodwhile it remains at
9.5 percent for the research and
development. However, let us assume
in this instance the ratio of fa-
cilities cost of moneyto total
cost excluding facilities cost of
moneyis 3 percent; according to
DARrequirements, the research and
developmentprofit/fee factor is
reducedby 3 percent to calculate
the total objective. For this
hypothetical contract the cost risk
is determined to be 3 percent based
on the contract-type and other deter-
mination factors. The research and
developmentcontract receives no
credit for capital employed. Assum-
ing the current Treasury rate is 12
percent and an 18 percent facilities
factor is applied, the capital em-
ployed profit/fee factor for the
manufacturing methodis 4.5 percent.
The basic profit/fee objectives are
14o15percent for the manufacturing
mehtodand 12o5percent for the re-
search and developmentmethod. DAR
requires an offset for allowed
facilities capital cost of money
applicable to research and develop-
ment and services weighted guidelines
and the profit/fee factor for the
research and developmentmethodis
reducedby 3 percent to a total

An Air Force SystemsCommand(DCS/PMM)
Policy Letter dated 24 March1982 on
the subject of Facility Capital Cost
of Moneywhich provides guidance with
regard to the methodto be used to
select the appropriate weighted guide-
lines factors states:" - The principal
determinant in deciding which column
is most appropriate is not the product
being acquired, but rather the amount
of inhouse capital facilities needed
to perform the contract. If extensive
capital facilities are required, the
manufacturing columnshould be used.
Incidentally, Government-ownedand
leased facilities as well as con-
tractor-owned facilities should be
taken into account." It further
states "it is recognized that ad-
herence to this guidance will cause
the manufacturing guidelines to be
used a majority of the time. This
usage pattern was anticipated when
the R&Dand services guidelines were
created and is in keeping with the
DODpolicy of encouraging contractor
investment in productivity enhancing
capital equipment."

To this point I have stressed the
regulations, policies and guidance
which apply to the contracting
officers determination andthe im-
portant impact his determination
has on the contractor's profit
opportunity. To makethis determi-
nation the contracting officer is
required to assess the facilities
neededand whether they contribute
significantly to contract performance.
In most instances the contracting
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officer is faced with a considerable

lack of information upon which to
base judgement. Proposal preparation
instructions or the DD 633 instruc-

tions do not require the submittal of
support information for the cost of
money factors nor is there a require-
ment for the contractor to submit

details on facilities usage° The
amount of proposal facilities capital

cost of money cannot be used for
measurement purposes because a con-
siderable amount of the facilities

to be used may be Government owned
or leased and not appear in or have

only a minor impact on the cost
amount.

Additionally, facilities capital in-

vestment includes buildings as well
as production equipment and numerous

other capital investment items° Some
questions that must be answered are:
Do new modernized buildings and fur-
niture contribute to efficient

contract performance? Do computer

intensive management information
systems, Do employee health and wel-

fare facilities and equipment, Do
compatible well maintained and
furnished offices contribute? Is

the contribution of these capital
items significant?

Cost of money distribution _s prin-
cipally allocated to direct labor

bases and research and development and
service contracts are labor intensive

contracts, the disallowance of the

capital employed profit on these
type efforts as directed by DAC 76-23
decreases the amount of recognized

capital employed. AFSC "Profit Study
82" points out that the allocated ver-

sus the recognized capital employed in
profit objectives on AFSC contracts in

1981 was 60 percent. Under DAC 76-23
the contractor's recovery of investment

through capital employed profit is de-
pendent on the contracting officer's
decision on the WGL method° How much

significance can be given to the capi-

tal employed factor in a corporate
capital investment decision under
current policies? If this factor has

not received significant weight in
corporate capital investment de-
cisions it has failed to motivate

capital investment and the DAC
should be revised or rescinded.

I recommend, and these are my personal
recommendations and opinions and not
those of the Air Force or Space Division,

immediate action to apply capital em-

ployed profit to all DOD contracts
using the current applicable allocation

methods and capital employed profit
factors. This is to serve as an in-

terim method during which revisions

are made in the capital employed profit

guidelines° I recommend that labor
remain as the primary allocation base

but that contractor capital be cate-

gorized into several major classifications
such as production equipment, robotics,
general purpose tools and equipment,

computer and data processing, buildings
and ]eases and that each of these

classification to be eligible for a

range of profit ranging from high for

productivity enhancing production equip-
ment to a low for such capital items as

furniture and general equipment.

In closing - the DOD profit policy
objective is to stimulate investment
in productivity enhancing facilities -

reward productivity improvement and
foster a reasonable level of _nterest

in defense contracts by providing a
reasonable return on investment. The

facilities cost of money profit is one
of the methods toward achievement of

these objectives° Profit alone will

not achieve these goals,other programs
with a more direct effect on capital

investment are being undertaken and

thru them hopefully these objectives
will be achieved.
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COMPARISON

MANUFACTURINGVSRESEARCHANDDEVELOPMENT

MFG(%) R&D(%)

SUBTOTALPROFIT/FEE

LESS:ADJUSTMENTFACTOR(30_

9.5 9.5

2.85 0

SUBTOTAL PROFIT/FEE 6.65 9.5

COST RISK 3.0 3.0

CAPITAL EMPLOYED 25 TIMES 18 4.5 0

BASIC PROFIT/FEE OBJECTIVES

LESS: FACILITIES COST OF MONEY

14_ 12.5

0 3.0

TOTAL PROFIT/FEE OBJECTIVE 14.15 9.5

This hypothetical calculation illustrates the wide disparity
in profit/fee opportunities possible as the result of the

weighted guideline determination. I assure you this is not
an isolated incident but is rather medium in impact when

compared to some where the facilities capital cost of money
has a ratio of 5 to 7 percent of estimated cost.
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HUGHES CAPITAL INVESTMENT
i

RISSI(]II ASSURNKE

NiXiES AIJ_Rk"T C_NI_'

JLIE 8, ]_]

R. L. _RONDS

I21])61S-2132

HUGHES

• CONSISTENT WITH FACILITIES COAl

• $1.3 BILLION; § YEAR PLAN

• DIGITAL COMPUTERS ANOMICROELECTRONtC$

• CO-LOCATE ENGINEERING AND MANUFACTURING

BEFORE

mI.Lm

HUGHES RESPONSES TO
COST OF MONEY RECOGNITION

C_4_

m

: .
i , 1 i , I _

¢_'ITAL I_V[|/T_|IIT| Cy CAll4Vj

HOW WELL IS COM POLICY WORKING

• REGULATIONS

• OVERALL HUGHES RESPONSE

• EDSG EXPERIENCE

• CONCERNS

• BENEFITS -- GOVERNMENT
AND INDUSTRY

• PROBLEMS

• RECOMMENDATIONS

FLEX FAB SYSTEM VS CONVENTIONAL

MACHINING CENTERS

FLEX MACHINING

FA8 SYSTEM CENTERS

NUMBER OF MACHINES • 2S

COST ST.f,,'_t SS.3M

NUMBER OF OPERATORS 3 2_

PER f_l I F T

LABOR ClOT OF OPERATORS $130K $1100K

PER YEAR-2 SHIFT

CO$_ARiSON iS BASED ON AIILITY TO ACCOMPLISH SAAIE AMOUNT OF
MACHINING PER SHIFT
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IS COM POLICY WORKING?

• YES - BASED UPON EXPERIENCE TO DATE

• MISSION ASSURANCE ENHANCED

- IMPROVED PRODUCTIVITY

- BETTER QUALITY

- LOWER COSTS

• SOME CONCERNS

HISTORICAL COMPARISON
PRIME RATES, CONTRACTOR

BORROWING RATES. TREASURY RATES

A •

Cl/..f*-" C

mJe _em mm mt mm ml||r)

y|_ |mNm

SUMMARY OF SENATOR ROTH
(DEL) HEARING

(SENATE GOVERNMENT AFFAIRS COMMITrFJ -- 1tl MAY 83)

FACILITIES CAPITAl/COld POUCY
BOTH SIDES BENEFIT

• GAO REPORT - COM

• SEVEN RANDOM CONTRACTORS - $8001M SPENT OVER 5 YEAR PERIOD

• OSD - DATA BASE USED WAS INACCURATE

• CONCLUSION: PRESENT COIVl POLICY IS WORKING - GOVERNMENT

PLANS NO BASIC POLICY CHANGES

CONTflACTOItS

• R|WAROEI_RNCIFJ011_I_l_O TO
M00(RmZQ FAr_UTI41

• MOOEIIN. |FPIC_I_'r @ACSLiTlU

• INCRILA_ PflOOUCIlVITY

• 0ETI'IE It QMAJJTY OUTlq0T

• MQOt IIINIJU4TIGII _ OUR 0QNTRQL

! ICEIIP PAC8 Vlr!14 TECNNOLOGY

e _ COIlr. ¢0m't'TlllVlE

OOVlEImmm

• _m 41OV'T FACILITY |_Oqilgl

• PAY M Vl_l lllO

• _/lOlIN ILllPqNIla

• ALL COMIltACTOII MUIBTM0O4mllJ_
TO 0roPE11

• FACN./TY COIIW,EI'ITlmN

• UBmlI oo$'1r lllQ I11MB

• M0eW. 0lVllmFIlO IMJE

IOTTOM LIME - MORE IIIQOlll FLtXtI_E INDUITmAL _ AVMLABLI[ TO
THl[ _ M|lSaGei ARE _COllqJIINED

mE PflQ_rdds

COM CONCERNS COM IMPLEMENTATION PROBLEMS

• HIGH COld FACTORS

• COMPLEX. NOT UNDERSTOOO

• COMPETITION - COST IMPACT

• ALLOWABILITY OF COM COST

• R&D CONTRACT COM OFFSETS

• CPAF CONTRACT COM OFFSETS

• PROFIT + COM CEILING

• ZERO PROFIT/ZEROCOM
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COM OFFSET TO PROFIT
PROFIT IMPACT

• WHEN THE_ARE USED. THE PROFIT

OBJECTIVE IS REDUCED BY THE AMOUNT OF
FACIUTIES CAPITAL COST OF MONEY

• THE PROFIT FOR MANUFACTURING CONTRACTS

SHALL BE COMPUTED USING THE MANUFACTURING

_f_I_HTED GUIDELINES METHOD -- NO OFFSET "

FOR _&J_._._, THE R&D WEIGHTED GUIDE-

LINES ARE USED UNLESS, IN THE JUDGEMENT OF

THE PCOo A SIGNIFICANT AMOUNT OF FACILIT_I: IS
REQUIRED FOR EFFICIENT CONTRACT PERFORMANCE.

IN WHICH CASE THE MANUFACTURING WEIGHTED

GUI_UNES SHALL BE USED -- NO OFFSET ON R&D TYPE

BASIC PROFIT OeUECTIVE

ADJUSTMENT FACTOR (30%)

PROFIT ON CAPITAL EMPLOYED

LESS: PROIqOSEO CON - OF F_J: T

PROFIT OOJECTIVE

RikD METHO0

112,748.0K 19.0%1

0

0

$1220.0K_ (4.0_1

Si _2S.OK I_.0%l

MANUFACTURING

NElI#OD

$3.746.OO(IIL_)

i I_l.rm I

2._o OK

o

Ikl 221.5K (14,0_)

R&D CONTRACT -- NO. 1 PROBLEM CUSTOMER COM POSITION

• R&D DEFINITION

• LOWER PROFIT

• TIME CONSUMING NEGOTIATION

• NO REWARD FOR INVESTMENT

• DELETE COM

• STAND FIRM ON OFFSET

• OVERSTATE PROFIT - USE OFFSET

R&D CONTRACT EXCEPTION SECOND PROBLEM -- CPAF/COM OFFSET

• THE PROFIT OBJECTIVE FOR R&D CONTRACTS ......

USE THE R&D WEIGHTED GUIDELINES .... UNLESS A

SIGNIFICANT AMOUNT OF FACILITIES IS REQUIRED . . .

IN WHICH CASE THE MANUFACTURING WEIGHTED

GUIDELINES SHALL BE USED. - NO OFFSET

• DAR REQUIRES THAT CON BE

SUBTRACTED FROM BASE FEE

• POSSIBLE NEGATIVE BASE FEE?
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DAR CONFUSION CUSTOMER 1(IJ)% MAXIMUM POLICY

I

• DAR 3-405.5 - DEFINES CPAF CONTRACT •

"THE WEIGHTED GUIDELINES METHOD SHALL NOT

BE APPLIED TO CPAF CONTRACTS WITH RESPECT

TO EITHER THE BASE (FIXED) FEE OR THE

AWARD FEE."

WGL PROVISION CONFLICTS

PROPOSED: (SUPPLY CONTRACT CPIF)

TARGET COST

COST OF MONEY

TARGET FEE

TOTAL CPI F

ACTUAL SETTLEMENT:

TARGET COST

COST OF MONEY

TARGET FEE

TOTAL CPIF

$10AO0_K

41_.0K

I_00.0K

S11,000,0K

S10,0OO.OK
400,m¢

000.iOK

sll_ae_(

(1_}

(111_COMBINED)

(n)

(10_5COMBINED)

• DAR 3-808.2

"ON COSTJ>LUS-AWARD-FEE CONTRACTS,
THE BASE FEE SHALL BE REDUCED BY

THE AMOUNT OF FACILITIES CAPITAL

COST OF MONEY OR THE CONTRACT

SHALL CONTAIN A PROVISION TO DIS-
ALLOW THE COST."

CPAF COM OFFSET NEGOTIATION
EXPERIENCE

• SUBTRACT COM FROM AWARD FEE POOL,
NOT BASE FEE

• MUTUALLY AGREE DAR IS INCONSISTENT

- DISREGARD OFFSET

• ADJUST BASE FEE AND AWARD FEE POOL

• CONVERT TO CPFF OR CPIF CONTRACT

COM RECOMMENDATIONS

• REMOVE R&O OFFSET FROM DAR

• REMOVE CPAF OFFSET - DO NOT SUIITRACT COM FROM BASE FEE OR

AWARD FEE POOL

• COte iS A COST, NOT A PIROFiT - DO NOT AFPLY ARTIFiCiAL

MAXIMUM TO COMBINATION OF FEE & COM

• RESCIND OLD INSTRUCTIONS ANO POLICIES THAT CREATE CONFU_JON -

SUCH AS OFPP LETTER STATING ZERO PROFIT RESULTS IN

COM DISALLOWANCE

• CLARIFY INCON_dSTANCIES AND AMmGUITIB IN DAR PIROVSmONS

ACQUISITION PROCESS

RECOMMENDATIONS

• ISSUE POLICY STATEMENTS FROM EACH COMMAND HEAD-

QUARTERS TO PCO'S , . . EMPHASIZE THAT COM IS A COST

AND SHOULD NOT BE CONSIDERED IN NEGOTIATION OF

APPROPRIATE FEES AND PROFITS

THIRD PROBLEM -- ARTIFICIAL PROFIT
+ COM CEILING

• SOME BELIEVE THAT COMBINING FEE AND COM

CANNOT EXCEED THE DAR FEE LIMIT -- 15% ON

R&D CONTRACTS - 10% ON SUPPLY

• COM IS ALLOWABLE ELEMENT OF COST, NOT
SUBJECT TO FEE LIMITATION
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EFFECT OF

PI_FORMANCE INCENTIVESIJlKARD FEE

ON

MI8810N ASSURANCE

_ M powlu.

Clef EXAMPUE

_ led • COm*C_ renAL U_

,o}: I%'%. ,.o:m,,._
_ t-'%'% • _,u mmmmm

$ • PAYOACK DY CHECK

,, I '% '%% ,tammAnym.

D;., '., ----
PIES_,ONMAM_

CI_F EXAMPLE

WIll F,AImDACK pROVISION

FE_ L_ _kXtl4Jm

• COST:-7.ps

RATIO loire IST l_ rtL. MI302NO 19If, O.R.

• _ *0._ ¢U4_ILATIVE AT O._Bm_ PrJ DAy FOI

I_E_.IMI_ DO-m ANOIOIt 0,005') PER DAY FOIl L._UNCH

• _ONI, AAIC_-L_,.

DIVIOI_ LIN(IIALLY OVER CONIRACT ONIIITN. LIF[

eDuo_

IN, T. r UNTIL PRIIIMIm_ DIP-_Be, W_XIAqlJM m

CPlP/AF EXAMPLE '_

i i i

_ST CON_CT _ CeNT_CT

• 1kl_ F'G[-- lOS 12k

leo+aom _ cu_ lmo+m_ ,_
l_ SC.HO_UIJ[ _l,

lllnlING,

• INITIAL IL,A11_(31:11,LIST COMTRACT IOil 91,I_ COWYIL,IICT)

• _IkStD FI_ 2 MOW_$ AFTER CUSTER k"VA_LIATION

• _ F'IH[L05S[$ PAID U_ _ OF

: n) SIX-MOfflI_ AWARD PERIONS; _ CRII1[RIA _ AT START OF

ST(W£R ADILITY TO IMPACT CONI'RACIO_; _ EAIINIACK ON PliW(Nt"

MAN_ PAST CGHIRACT LIFE POSSII_ FOil COST, SCHE_IIr ANO PI_IilFORMA#K_ LOSSES.

(11 AWARD tEATUIIE SAN_ ON BOTH CONlllACTS DtC[PT I NOT AWAIIO'I_ _4

_NO COMIIACT GO INTO POT FOIl I_ATI]I CGNSIDEJMTIOI4

CPI_/AF _

i

] ST ¢ONTP._T 2NO CmIItACT

AWHIB _ ,L_ 3._

AWAJ_ F_ FACTONS PIDIIOD _ Ik MO.- tMO.

COST l_-- _.Bme

emOllWUc( z.w,,-- t.Zm

E_/AI_JATICN CIIIT[IIIA - SUIMITI1EO 30 DAYS PIIION TO STAJIT OF 14_rT PlgllOO

TO CLISTO#_R FOIl I_"VIEW, II'VISION AND kPPIIOVAL

SDF L'VAI,UATIONtCUSTOMER EVAI,JJATICN

"FIN_A _"11[I_INATI_N I_tN? - _& OF MIIMi_ Oil t_SS _R_OF _N _ COST

FACl_ CAN B[ I[SClNOI_ OR AWNIIM_

R£SPECTIV_LY AT TWO TI/_S IMJIIIMG LAST

t4AUr OF CONTIMCT

FIT fllLLINGa • FIXF..O FE[ III aim MONTHLY

• AWARD FIG[ tWO TO THleJ_ MoMn.Is _ EVALUATIG_. -
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CPAF EXAMPLE _ OBSERYATION8 AND CONCLUSION8

FETu Im A•AIW

• _ PIIIEI,AUNCH - _ 310DAYS POST LAUNCH

• SIX-M01q_ PqERIOD

• CRITERIA 5_T FOl_ EACH PEJII00 FOit _ FACTOItS --

• COST C_

• IUSIIESS

• SOS EVN,UATIONIOJSTQFAEe EVALUATION

• ONLY CI_ UTING OUT _ NINE OISFUI_ TO DATE

FEZ IIILLING_

• 4& IN ADVANCE ON AI_tn'HLy IMSIS

• N/MIlD _ |IUlNG OF IIALAN_ AP_IMAgD.Y lWO

SUI_IITTAL OF CCNI'IIACTOIt _/ALUATIION

• AN INCOdTIV[ WtTH MAJOm EMPHASIS ON Fq[IIFOIMMA_ ClI£A11[S

A IMA_C,W.J_ D_/IR(_6_ENT I*IMT I$ FAVOIABL[ TO PRLrVIENTATIV[

AND CORI_CTIV[ ACTIC_I •HiCH /,.F.ADS TO MISSlOtl ASSURA/ICF.

• _[i®|C AWA_ R[E CAN H[LP ASSURE UPOAI_O _ CONGItUF..J_

PRIMARY OBJECTIVES OF CUSTi3Mi_ PROGIUW (_'TIC£ Ak_

CONTRACTOII Pl_ '1_,

_4[ MQI_E _PF_ECTIVEIN MOTIVATING PT_SOM_EL.

• A WELL THOUGHT OUT INC£k'TIVE DISCIPLINES IH[ CUSTONER AS

W1EU.AS THE CONTI_ACTOR.
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ACQUIS ITION WORKSHOP

EFFECT OF PERFORMANCE INCENTIVES/

AWARD FEE ON MISSION ASSURANCE

Lee J. Ginsberg

Contracts Manager

Space Launch Systems Division

Martin Marietta Aerospace

INCENTIVE CONTRACTING

Incentive contracting is a way of

life both within the Department of

Defense (DOD) and the National Aero-

nautics and Space Administration

(NASA). It is currently accepted by

industry as a means to achieve its

fiscal and growth objectives. In-

centive contracting is being applied

by the government to cost reim-

bursable and fixed price type

contracts. The rewards and penalties

provided by such contracts gets in-

dustry's top management attention.

NOT A NEW INNOVATION

Performance Incentives are not a new

innovation. They have been used dur-

ing the earliest days of government

contracting. The first iron navy

ship, the "Monitor", during the Civil

War was contracted on a total per-
formance contract. It had to be

floated, attain a specified minimum

speed and win its first battle before

the contractor was paid. The Monitor

met the first two conditions, fought

the "Merrimac" to a draw on March 9,

1862 but the contract was paid.

The Wright Brothers contracted with

the United States Department of War

in 1908 for the first military aero-

plane. The contract was for a fixed

price of _25,000 with a _5,000 bonus

for exceeding target speed by 2 miles

per hour. This incentive was earned.

A RECENT INNOVATION

Although, according to the NASA CPAF

Guide, subjective fee determinations

have existed in government contracts

since the 1950s for aircraft main-

tenance and overhaul, the first full-

fledged CPAF contract ever negotiated

was by NASA in 1962. Bendix Radio

received a 2 year _i0 million CPAF

contract from NASA for operations,
H-59

maintenance and engineering services

for Project Mercury tracking and

communications stations. Since then

NASA has used CPAF contracts

extensively. NASA formalized its

award fee methods in a cost-plus-

award-fee Guide in 1967 to promote

greater uniformity of practice, The

Navy let its first pure CPAF contract

in 1964 for maintenance of instru-

mentation and range faciliities in

Los Angeles and has continued to

widely use this contracting method.

QUESTIONS NEED ANSWERING

Considering the broad application of

incentive contracts the government

has funded many research projects to

find the answers to these questions:

o Do incentive contracts accomplish

the government's objectives?

o Do the benefits outweigh the cost?

o Can improvements be made?

Initially, studies to provide answers

to these questions were theoretical.

As more use of incentive contracting

was made and more data became

available empirical testing was made

possible. However, many conclusions

are still based on limited samples

and results are not always conclusive.

JUSTIFICATION FOR USE OF INCENTIVES

A study conducted by the Logistics

Management Institute on "An Exam-

ination of the Foundation of In-

centives Contracting (1968)" found

the following four primary Just-

ifications for the government's use

of incentive contracts:

o Incentives motivate efficient

contract management and achieve-

ment of a high performance

product.

o Incentives enable the government
to reward contractors on the

basis of demonstrated management

abillty and product performance.

o Incentives assign to the con-

tractor a larger portion of con-

tract risk than he would bear

with a cost-plus-flxed-fee con-
tract.

o Incentives provide explicit com-

munication of the government's

contracting objectives.



These four items are Just as valid

for Justifying today's use of in-

centive contracting as first stated
in 1968.

TYPES OF INCENTIVES

The following four types of in-

centives are directly related to con-

factor performance. When properly

applied, they assure achievement of

the government's objectives and goals

of mission assurance within accept-
able cost and schedule constraints:

o Cost

- Shared monetary and rewards

or penalties over range of
incentive effectiveness

o Schedule

- Usually penalty in terms of

fee/profit
o Performance

- Fee/profit, reward/penalty
based on discrete measurable

technical characteristics.
o Award

- Fee based on subjective uni-
lateral customer determin-

ation on preestablished

evaluation criteria.

MOTIVATORS

The DOD/NASA Incentive Contracting

Guide and the DAR considers the

profit motive essential to successful

implementation of an incentive con-

tract. The somewhat dated guide
states that "The profit motive is the

essence of incentive contracting."

Financial gain under risk conditions

is gained through increased profit by:

o Attaining cost levels more bene-

ficial to the government
o Meeting or exceeding technical

performance goals

o Outstanding contractor overall
performance

However, the DAR and the Guide recog-
nize that there are extracontractual
incentives that motivate the con-

tractor:

o Firm perpetuation
o Sales maximization

o Socio-economic considerations
The government's use of extra-
contractual incentives should be con-

sidered as motivators. Although they

are limited because of being beyond

the control of the government and

their use is not in the DAR to any
significant manner, understanding and

innovative use of such motivators can

increase the effectiveness of

incentive contracts.

CONTRACTOR MOTIVATION STUDY

A research study was conducted by Dr.

Robert E. Williams of the Army Pro-
curement Research Office in 1981 on

contractor motivation. The objective

was to attempt to identify motiva-

tional practices to improve cont-

ractor performance and constraints on

the use of these practices. Results

were gathered from questionnaires

provided to Army procurement person-

nel and Industry members of the Nat-

ional Security Industrial Association

(NSIA). Government and industry per-

ceptions were received on twelve def-

ense contractor incentive objectives
and on the effectiveness of twenty

one government incentives.

WHAT DOES THE CONTRACTOR REALLY WANT?

Some general conclusions of the

Williams study revealed that:
o Motives of contractors are com-

plex but amenable to incentive

contracting.

o Industry is interested in long-
term profit incentives followed

by short-term profit objectives.
- Providing a good product was

by far the most important
objective followed by

- Maintaining a long term con-

tinuing business relation-
ship, then

- Improved cash flow
- Profit and

- Development of new capa-
bilities.

o Industry does not "want" things

not readily translated into

profit impact

o Government buyers perceive In-

dustry is interested in short-

term profit objectives

o Government and industry indicate

that long-term profit incentives
are most important.

Based on this it appears the govern-
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ment doesn't understand what industry

really wants.

USE OF TECHNICAL PERFORMANCE IN-

CENTIVES

Technical performance incentives are

used by the government to motivate

the contractor to achieve outstanding

technical performance. Performance

incentives force the identification

of technical objectives in advance of

contract award. Close support by

technical personnel is required to

determine adequate characteristics,

targets, measurement criteria and

relative importance. Inadequate de-

termination of such items can make

the administration difficult.

ARE PERFORMANCE INCENTIVES NECESSARY?

Dr. Raymond Hunt concluded in his

study on "Extracontractual Influences

in Government Contracting" that most

organizations are oriented more

toward performance than cost re-

ductlon. And that performance In-

centives are probably redundant wlth

the "natural" organizational tenden-

cies and therefore contribute little

to program management and performance

control. Studies by Belden and

Parker came to the same conclusion

that performance incentives were typ-

ically earned regardless of cost

overrun/underrun outcomes. This

tends to support Dr. Williams con-

clusions that contractors vlew pro-

viding a good product by far the most

important objective. However, lack

of performance incentives may send a

negative message to contractors that

the government has no real interest

in performance.

DO PERFORMANCE INCENTIVES CONTRIBUTE

TO MISSION SUCCESS?

Performance incentives have con-

tributed to the overall success re-

cord of Titan launch vehicles. One

hundred and nineteen of the last one

hundred and twenty two launches were

successful. This is an outstanding

97.5% success record. The government

dollar commitment for launch vehicle

performance was small in comparison

to value of payloads exposed to
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loss. These dollars were well spent

and the government received value for

their expenditure. The Titan launch

vehicle success record was made pos-

sible in part by a comprehensive mis-

sion success program.

MISSION SUCCESS ORGANIZATION

A dedicated Mission Success organi-

zation supports the assurance of mls-

sion success for Titan launch vehl-

cles. Acting as a dedicated central

agency, the organization is directly

responsible to senlormanagement and

the customer. Dedicated to mission

assurance, the organization monitors

nonconformances and failures for im-

pact on the program, assesses launch

readiness, assures corrective action

is taken and lessons learned are in-

corporated. Mission Success conducts

program audits, oversees motivational

and training activities down to the

lowest levels and institutes as-

surance programs to continue the

launch of high quallty and reliable

vehicles that earn contract incen-

tives.

DOD/NASA AWARD FEE CONTRACTS

DOD procurement actions of award fee

contracts have averaged 3.2% of total

net value of contracts issued over

the past flve years. Air Force pro-

curement actions during thls same

period have averaged 2.2%. The

higher DOD percentage over the Alr

Force may be attributed to the

greater use of award fee contracts by

the Navy. The significance of award

fee contracts is out of proportion to

the total procurement value for DOD.

However, NASA procurement actions of

total net value of contracts over the

same period have averaged 66.5%.

NASA relies heavily on award fee

contracts to achieve its research and

development objectives.

CONCEPT

Because of the government's un-

certainty of contractor's ability to

perform in the changing and uncertain

weapons systems acquisition, a retro-

active subjective evaluation of con-

tractor's performance was adopted.



The government's strategy concerning

uncertainties is to adapt to it and

reduce it by participating with the

contractor in the detail planning and

management of the acquisition.

Through this strategy, the government

provides the contractor the ability

to earn profits rather than negotiate

them. The award fee concept may be

considered a method of management, "a

tool", not a contract type. There-

fore, a learning curve should apply.

Of thirteen CPAF contracts studied,

Mel Byers of the USAF found that the

"percentage of award fee the con-

tractor earned seemed to increase" as

the contract progressed.

IMPLEMENT THE STRATEGY

Ways which would support successful

implementation of the award fee stra-

tegy and reward performance Judged

outstanding by the Air Force include:

o Encourage government - contractor

cooperation

o Assure active role for government

managers
o Stimulate both formal and In-

formal communication

o Recognize variabllty of human

organization motivation

o Let contractors motivate own per-

sonnel

o Provide flexibility and room for

human Judgment

o View the acquisition process as

dynamic

o Simplify contractual provisions

SOME FEARS

Sherer, in his book "The Weapons Ac-

quisition Process" mentioned some

objections to after-the-fact evalu-

ations raised by the NSIA. These

include:

o Socialism

o Unilaterallsm

o Unfair allocation of responsi-

bility for program outcomes

o Bureaucratic proliferation and

delay of awards

o Vagueness of contract objectives

and evaluation criteria

o Subjectivity and bias in perform-
ance evaluation

We continue to hear similar ob-

H-62

jectlons made to award fee con-

tracts. Sherer generally discounted

many of these obje@tlons and viewed

these items as manageable and neces-

sary elements in making the award fee

process successful.

Other objections raised by industry

are :

o Contractor over responsiveness

o Demanding to administer

o Regulatory restrictions

APPLICATION

After-the-fact evaluation was limited

predomlnately to support and services

efforts by the Government in the

past. However, today this concept is

being applied to all types of efforts

such as:

o R&D

o Build

o Operations

Expanded use of the award fee concept

now requires reevaluation of exlsit-

ing government regulations governing

award fee contracts.

REGULATORY RESTRICTIONS

The DAR and agency supplements pro-

vide the regulations used by the gov-

ernment to formulate and implement

award fee contracts. These regu-

lations control:

o Base fee, DAR 3-405.5(d) and AFSC

DAR Sup 3-405.5(d)(3)

o Unearned award fee, AFSC DAR Sup

3-405.5(d)(2)

o Cost of money, DAR

3-808.2(a) (i) (g)

o Partial payment of award fee, DAR

3-405.5(e)(I)

o Evaluation/Payment, AFSC DAR Sup

3-405.5(e) (7)

SUGGESTED IMPROVE24ENTS

Because of the broader application of

award fee contracts and to assure

that the intended incentive features

are maintained to provide maximum

contractor motivation, the following

improvements are recommended:

o Keep award fee periods short or

- Provide monthly advance fee

payments

- Provide interim feedback to

the contractor on performance



o

o

Institute an overage award fee

tracking system
Allow CAS 414 Facilities Cost of

Money because of the broader ap-

plication of award fee to fa-

cillty intensive contracts.
Provide roll forward of unawarded

fee to provide maximum contractor
motivation

Provide a small base fee not sub-

Ject to evaluation
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EFFECTOf PERFOfJqANC[INCENTIVES/

HOARDFEE ON MISSION ASSURANCE

JUSTIFICATION FOR IHICfNIIVTS

L_ISF/CS fflA.NAGf_ INSTITUTE FOUND IRCENTIV[S_

- HOTIVATE EFFICIENT CONTRACT_9JtAGENEgTAgO ACI41EVT.NEHTOf A

HIGH I_:OII_L_E PROOUCT

- ENABLESGOVEPd_qENTTO I_ARO CONTRACTORSFONOEHONSTRAT_

IMAAGEJC_NT_ILITY All6 PflODLICTPERFOfIWtCE

- ASSIGN TO CONTRACTORLAgeR POETION OF RIS.K THANrdlTH A CPFF

C_IRACT

- PROVlOE EXPLICI1 CoMIqJalCATTONOF GOVE_NT'S O_JECTIV_$

IJC_T ]_ ,_tLTXAC,TJ_

o A gAY OF LIFE WITHI_I nOD /tAD NASA

a A(CCPTEOBY IN_JSTRY

o USED TO PICTIVAT[ %PIHONEIARYT[I_IS

o APPLIED TOFIXED PRICE AgOCOST REIIQUOSAJ_LETY_ CONTRACTS

o GETS TOPf_SNAGENEMITATTENTION

lYff._[, la_nTl_S

a COST

St{AR_OHONETARYF_ldAPI_SOR PE_LTIE$ OV_ERAHOGEOF IItKENTIV_
EFFECT]V_N[SS

o SC_DULE

- USUALLYPEI_LTY IN TERI_ OF FCE/PROFTT

- FEE/Pi_OFH R[gARD,'PENALTYBASEDON OISCNETENEASLIRA_LETECHNICAL
CitAARCTEHISTICS

0 HOAR_

- FEE BASEDON SUBJECTIVE ONILATEP._J.CIJSTONEMDETUWIIMTioN ON

PREESTkDLISI_EDEVALUATIONOHT£RIA

NOTA II[W LIBATION

0 i_RF(_dqARCEI_FJIII_S USEIt IN EARLIEST _AYS OF 50/[IUENENT CONTRACTING

- THE "MONITOR"CONIRRCTEDON A TOTAL PE_ItF_q_P,C_C_iITRRCT(_15])

o MOST BE Fl_tElt

o ATTAIN A _CIFIEO mlMIU SP[[D

o VIM FIRST BATTLE

- THE _RIGHT BROTHERS"14EAVIEI_TIL_N AIR _1_" (190_)

o FI_D _ICE - $2S.000

o BOGUSFOR EXCEEDII_ - SS,OOO

TAA_[T SPEEDBY 2_/HA

laO_

o DO_/NASAIRCENTIV_ 5Uf_ STATES, "PIK)FIT HOTI_ IS THE ESS[RCJ[OF iRCEMTIV_

CONTRACTI_', REALIZEIt BY:

- ATTAIHIHG IqO_ BENEFICIAL COST LEVELS

- flEE|linG ON ERCEEO|NGTECHglCALPEOfOI_'_E 5_LS

- QUTSTANOIItGCONTRACTOROVERALL_NEOPMtNCE

o EXTRA-CONTRACTORLINCEHTI_S

- FIRStF_RffTUAT|ON

- SAL_S _XIf_IZATION

o DO IN(ENTIV[ CONTRACTSACCOP#>LISHTHE GOV[RHt_[NT'S C_J_CTIV_S?

o DO T_[ BENEFITS OUTVEIG_ THE COSTS?

o CA_ 1BPEO_E_ENTSBE I_A_ "_

CONTRACTOR/q')TIVATION STLIOY

o _q. HILLI_ g_SEARCHSTUDYON CDICTRACTONHOTIVATION - (1991)

o OOJECTt_

|D[NTTFY _OT_VATIO_AL PI_t,CT|CE$ TO |MPIK_M[CONFRACTO_P_i_

IDENTIFY [ONSTRAINTS ON OSEOF T_S_ PltRCT|_S

gUESTIOfiAIXES SENT'tO A,_ P_IJR£NENT PERSONNELHODIqF..J_[RSOF ASIA

o PERCEPTIONSRECEIVEDON

D_[FENSCCONTRACTON]NCENTI_ OBJ_CTIY_[S

EFFECTIVENESSOF CtO_lm[NT IRCEIITIVES
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CQNTRA_TQAVd_TIVATIO_ STHOY£ill£111S1_1_

0 _TIVES O_ CONTR._IO_ ARE COIIPLEXBUT M:EPI_IF TO I_-.£NTIV[ CONTR/_TIIIG

o IgUUSTRY IS INTE_STEI) IN LONG-TERPtPf_';li" IN.ATlaS

o IN_DtJSTAYOOE$ AK)T"VMT ° THIItC_$mOT_tLY T_T_ iNTO P'P_OFHI_T

o _VERI&q[HT OlIY'[_ _it'EEl_ INDI]ST_ INIER[STF.D tN SJIOHI TE_ PNOF]T [_ENTI_$

o {J_PPtI'iEH'J lILrfE_ /dq_) IN_t_TK,Y )NIHCATE L_-IE_ P'K_ZT IN-"..ENTIVESA_ _T

0 50VEI_I_AI D_JY_I_ NEED TOLk_IEASTkPlDWHATr_ C_TAACIOR _5._LLY WANTS

U_[ OF TErJ_IIEAL P[_O_IAACE [AC_'TIV_

o /'IOTIVATES EONTR,_T(_ TO STRIVE FOROUISTMDIN5 TEr.J4NIEALAEHIEVEI_NT

o CREATESA BALANCE]fl E_ot_SIS ON CO_TA_) SCt_tJLE PE_Om_ACE

COI_II_D WITH _ INCENHVI[S

o FORf.E$ [_NTIFICATION Of TECHNICALDfiJECIIVES IN AOVM_[ OF CONTIIL_CT
AWX_

o REgUIR_S TECHNICALP_RSOItI_L TO D£T[_II_

CHAJP,A[TER|$TIES TO DE ]NCENT]VIZED

kl#tT CONSTITLIT_ "SlAO_IIION" TEO4NICAL AC,H|_NT

NI£4,TCONSTITUTESA _$OIIA&L[ T_T

HOWTHE OI_A_CTIERISTI(_. WILL _ HEASLI_D

P4EIJTIVE IHPORTAIII_[OF OIF'PERENTCHARACTERISTICS

o C[qlRAL A_T_[NC_

o DI_E|L_' _SPONSlt_LE I_ TOP _AGEPi[NT A_(I) CUSTER

- STI_N_ I'iA_I'RT FO(US _)W'I TO THE _ST JUNIOR LE_L

EORRE(TI_ ACTI_)N

- LE$SO/(S L[ARNF_

o _RSE[ P'RD6PJ_,_TIVATIONAL AN[, T_IRI_ ACTIVITIE_

ATIIT_

- _CO&NI l]Oa

AWARDS

._CL'fl /NPlgV_JC_

o AFTER-TKE-F_CT E_AL_T {_

£_'_ F'_l_ _$E OF SLISJE(II_ 3EC)'IHIIXIE_ $1W_ IHE ]_,O'S WITH C_T-
PLU$-I_ENTIVE FEE EO!'fTRA.CTS

o FIRST FULL-FLEOFJ[D CDST-PtUS-kWARD FEE CONTPJL(.TEVER H[GOTL_TEO WAS |Y
NASA IR 19_2

BENDIX RADIO, ? YEA_$, $]_ _ILLION

31 J£ASEFEE, 7% _ARD _EE PfX)L

OPERATIONS, _4INTE_ AN_ EHGINEEH)_ 5_RVICE$ FOR P_JECT _L_RY
TR_(KI_6 AND COeI'_'IICATIONSSTAFf.S

o _A F_LIZ_ _ FEE _THODS {_ _ "_%7 GU_ TO PROMOTE C,_AIER
_IFOI_IITY OF PRACTICE

o ON, HtlaT COe;CLOOED

- H_T ORSI_IIZAI]_$ ORIENTEDNONJETQ_U_ PEJ_O_I_E TH_ CC_1 m[DU(:TION

+ P[_O_£q_l(,_ INf.EHTIvE.S _LY RE_UN_MT WITH "lkkTUILAt_" OIISMIZATION

TEI_(N(IES

- ORSAAIZATIONSHAVE A _{_-OQ_PI[E alAS

o I_.LDON_ P6_I(iER #LL_OCONCLU_E_

- TYPIC..ALL¥EJ_I_I) RESA3_LE$$ OF COST I)VER'X_JHy'LINI)EItRg__TE_S

o L_I( OF r._fTP_l PERFO_M_CE INCENTIVES _MY SEI_ A NEGATIVEAESSAS[

- "50VE_NT _ NO _ INTE_ST IN PERFO_q_I_"

I_OP..(_I,L_A_LW___

---7 _-

| O_ HET ¥_ll_ ! | Of ALL COUTR_CTS

',, +.+ ,.+ . +ios o.....

'79 2,7 19 61,') ,+ 0,5 O._' ---

'90 _,0 2,0 65,6 0,5 0,5 _i +6

'81 3.3 I 7 69_ 05 0.5 AWB,W

'62 3,9 2_ r_l '9 06 --- 42.5 1

o PEHFO_@I,qCEINCENTIVES HAVE CONTRINUTEI)TO SUCCESS OF TIF_ LAUNCH

VEHICLES

119 OF LAST L72 VER[ SUCCESSFULIAURCHES (97.5|)

o _OLLA_ (_)R_IT_IITFOR LAUNO_ "4EWI(I_EPEtE I_[HTI_ S_LL IN

CON+ARISONTO VALUE OFPAYLOA_ EXP'O_EDTO LOSS

o THESE DOLLARSk_ YELL SPENT; CA_VEi_SkqEMITR[CEIVl[S VALUE

o SUPPONTEDBY A HISSION StX:_S$ P_SRA_

L_W_£RTAINT__ (_TRAZTC_R'S ABILITY I_ PERT_F#_

50_V4[NI ' S STR_TE6Y

ADAPT TO IT

_DLKE II

PARTICIPATE IN _NAGE_N_ OF ]_ ACQUISITION

PROVIDE EFFECTIVE _ANA&E_NT AT [HE LO(AL LEVEL

PROFITS ARE EARNED NOT N_C,_II_TED
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I(f'L[_NT TH[ SiRATEGY

+ I;_r..t JR_E GO'_R'N_NT - CONTRACTO_qCOOPERATI_

u A_$UR[ ACTZ'VLROLE FOb _OVEI_MENT _AGERS

r) SNPIUL_TE BOTH FOI_O_ALAND INFO_LAL CQI'MJN]CATIUB

, '_EOGNIZE VARIABILITY OF HUWPJOR6NfJZ_TIOD_L NDTIVAHON

r+ ,L[_ EOfli"P.kCTORSMOTIVATE OWN_RSO_IIEL

_) ',']EM ACOUXSITION PROCESSAS DYIIA_IC

,s PROVIDE FLEX]BILIIY _ ROOFtFORHUI_# J_NT

_,+ SfRPLIFY CONIP._TLikL RI_VI$1UB$

__ - com+nueo

PARTIAL PAYMENT

DAll )+k_'$,5(e)(1) " . . . . PARTIAL PAYMENTOF FEE MILL
CODRESPONDTO THE EVALUATIONPERIODS .... °

EVALUA]IOfl/PAYPI(NT

AFSC DAASUP B-xJOS+5(el(7) . "vlrflIN _0 BAYS AFT(R [AIEH EVALUATION

PERIOD tHE FDO MILL ADVISE THE DONTRACTORAND(ONTRA('[II_ OFFI_R
IN k'gIIING OF HIS D(CISION .....

.... THE CONTRACTiI_ UPFICEll MILL ONILATERALLYAI_BEI THE CONTRAC1

MITHIN _lO [lAYS AFTER MRITTENI_)'IIFIEATION F_lPI rite FO0 .... "

F_,OHLEEa_

,+ !OEiALIS_

,, _I,'SrL,_rERI,_LI_

: Ufl_'AtR ALL_ATZOIa OF R[SPORSIBILITY FOR PROGR/_ OUTCOR[$

:_ BURE_ICRAH[ pRO_IF[RAT]08 NII_ DELAY OF _MAR_

. V_UF_[$5 _1" CONTRACTOBJEO'IVE_ HI9 EVALUATIONCRITERIA

,, ._UBJ[E|IVJ|Y MID BIAS J._ PIER_Of_iP,/_[(EVALUATJUB

. r)VEfl RESP'_I5iV[HESS

. I_W_DI,'I_ TOA_IIqlTJER

, kEGULATOflYR(STR(CT_ONS

PKLVI(_JSLY APPLIED TO SERVICES ANO SUe'poRTEFFORTS

" _ 9(INE kPPLIEO TO ALL TYPES OF EFFORTS

R&6

9,UILO

OPE_AT ]UBS

• _UI_$ _EVALUATI_I _ EXISTING 5r_/EF_f_llT _5LILATIOIIS

F,..e.M'

PERIOD OF PEHEOMHJCE (ROB) 12 22

AMklk_FEE PERIODS 2 - 5 RONT}_

EAR_aETAEST|IMTEO COST I_.. CO0,000 I1,?.,ODO,(X_

O_S _I_ I ILK),OOQ (l._) 0

FEE I I,)OD,OCO (11B) I I,_O,OCO (121[)

Al,_._. 190S) I 1,2_,OD0 <lO.,I/I

IIILLIm6$

r--O_T S| -_lo_Nr_(.r II -MONTHLY

O_ 4zJM HONTHtY 0

FEE MONTHLY "X" MONTHSAFTER PEnIOD

INTE_ST I_ z2_

CPIFICPAF FEE COMPARISON

r, [_e,S[ FEE

UAR )-_.51C_) - " .... BASE FEE SHALL IlOT EXCEEDTNREEPEIh',,ErlIT.... "

AFSC DARSUP 3-uOS,S(d)(_) "THE liABlE" FEE MILL 9( ZERO .... "

o ONEARNE_MIARD FEE

OAk - $1L.ENI ON 9]$POSIi"ION OF LINEARNEDA_AF_ FEE.

AFSC _A_ SUP _-,_5.S(dH2_ °fA_(A4fl(O /kVARDXEE MILL NOr D_ Oi_l(O

FOflVARDEO_ POSSIBLE AMARDIN SUB$1_OUEIITEVALUATIUBPERIODS FOR

IMCD_TIVF _F'E P_P(_[S "

,+ CO,_TOF _OIIEY lEAS _1_1

UAR5-808,2(a)(Jlg " . . , . THE BAS,[ FEE ,TA_IALLBE RE_JCEDBY THE

kE_IN! OF FACILITIES CAPITAL CO_T OF_ONEY 0(11Till[ COFITliA(T ._l.L

CONTAINA PROVISION TO DISALLON THeECOSt,"

511GG_TEG IRPHi_T $

o t_EP _J_ PERIOI_ SNCRTOR

- P_OVI_ MONTHLYA_/k_CE FEE PA'ff_ATS

o fnSrtTUt[ Nf OMEP.A_ A_A_ irE( TRACKIflGSY_r_dq

0 kJ.LOD CAB qlq FACILITIES CC_] OF MONEY

- BROadERAPPLICATIOII OF I_A_D FEE TO FACILITY INTEK_IVI[ CONTRACTS

o P_OVIOF RC4_LFORI_AfP)OF UBAMAODEOFEE

- A_S koDJTIOI_L ]NEEilTIV_ DLIR|_ UITE[R PAR] OF C_TRA[T

o P_VIOF k SR_I_L8ABE FEE k_01 SUBJECTTO EVALUATION
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EFFECT OF PERFORMANCE INCENTIVES/
AWARD FEES ON MISSION ASSURANCE

Barney Klehman

Senior Contract Reviewer, AFSD

o AFSC Business Strategy Panel

o Draft RFP

o Political Considerations

WHAT ARE WE ASSURING?

o PERFORMANCE DURING THE

CONTRACT

o Theoretical Considerations

o Motherhood

THE INCENTIVE PROCESS

o Flexibility

o Responsiveness

o Understanding what the
customer feels is im-

portant

o Objective vs Subjective
Measurement

o PERFORMANCE "AFTER" THE
CONTRACT

o Program Requirements

o Objective Measurement
Emphasized

o Subjective Measurement

o CONTRACTOR INTERESTS VS
GOVT INTERESTS

o Are they really diffe-
rent

o Are they incompatible

o Effect of performance
incentives

o Effect of award fee

THE CONTRACT

Is it a means to an end, or an end in
itself?

o WHAT ARE THE TRUE OBJEC-

TIVES?

o CONTRACT TYPE

o Multiple Incentives-Do They Work?

o Positive Incentives-Do They Work?

o Negative Incentives-Do They Work?

o Baseline vs "Locking In"

CONTRACTOR PROBLEMS WITH AWARD FEE

!o No "Control" over outcome- subject
to whims

2. Personality change may be required

3. Administrative burden of self-

assessment preparation

4. Administrative burden of briefing

management

5o Conflict of interest-managing the

program vs satisfying the customer?
Who assumes final responsibility?

6. Cash flow and financial forecasting

7: Tradeoffs in a multiple incentive

arrangement

8. Late payment

9o Inability to recapture lost award
fee in later periods

10. Base fee vs target fee vs satis-
factory performance

SPACE DIVISION EXPERIENCE

o MISSION RESPONSIBILITY
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o ROLE OF THE CONTRACT

o PERFORMANCE INCENTIVES

o Track Record

o The Program Manager View

o The Contracting Officer View

o Problems

o Conclusion

o AWARD FEE

o Track Record

o The Program Manager View

o The Contracting Officer View

o The Contractor View

o Problems

o Conclusions

THE BOTTOM LINE

o IS CONTRACT TYPE IRRELEVANT?

o Effect on Contractor's Manage-
ment

o "Business as Usual"

o MONEY TALKS

o Near Term Profitability may be
crucial

o Cash Flow

o Return on Investment

o Non-Financial Measurement

o TRENDS

o Line vs Staff

o Local vs Command

o Inertia

o The importance of individual

personality

o Current Developments at SD and
AFSC

o Comparison to USAF, NASA, other
Services

CONCLUSION

o What are the obstacles to mission

assurance?

o Are there better approaches
available and attainable?

CONTRACTOR PROBLEMS WITH PERFORMANCE
'INCENTIVES

1. Difficulty of defining performance
criteria

2. Lack of performance control-
failure attribution

3. Cash Flow

ao Incremental Payments

b. Minimum Time Lapse

c. Mean Mission Duration

d. Recoupment (Negative Penalties)

e. Profit Erosion (Time Value of
Money)

4o Difficulty of Radically Changing
Organization/Plant

o What's Happened Since Last
Time

o The Resistance to Change
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PROJECT DUALITY

'INCENTIVIZING DUALITY IN CONTRACTS'

MR A J DELUCA

AFSC/PM

METHODOLOGY

• BRAINSTORMING

• CATEGORIZATION

• SURVEYDEVELOPMENT

• GOVERNMENT/INDUSTRY MEETINGS

• DATA ANALYSIS

• RECOMMENDATIONSPRODUCED

• DISSEMINATEREPORT/ TESTHYPOTHESES

OVERVIEW

• PURPOSE

• METHODOLOGY

• CAUTIONS

• FINDINGS

• PROPOSEDTOOLS

• BOTTOMLINE

CAUTIONS

• ACTIONSSPEAKLOUDERTHANWORDS (LOW BJDOERSYNOROME)

• DON'TPAINTUS ALLWITH THESAMEBRIJ_

• COSTOFCOLLECTINGDATAMAY EXC_ BENEF'ITS

• DON'TSQUEEZETHE BALLOON

• CLEARLYDEFINESR: INGREDIENTS

• DON'TASK FORCOSMETICOUALJTY- PAGELIMITATIONS

• LOOKOUTFORGAMINGON INCENTIVES

• DIFFICULTTO DO CONTRACTBYCONTRACT

• HANDME BACKSARETRUEHIDD_ COSTS

PURPOSE

DEVELOPCONTRACTUALTOOLSAIMED AT REDUCINGTHE

COSTSOFSCRAP,REWORK,AND REPAIR (SR2)

FINDINGS

• TOP MANAGEMENTEMPHASISKEY

• INSTANTCONTRACTTOOLSAVAILABLE- EFFECTLIMITED

• APPLICATIONOFTOOLSDEPENOSON ACQUISITIONPHASE

• SR2 ONLYPIECE OFTHE PUZZLE

• MAXIMUM BENEFITTHROUGHPLANT-WIDEPROGRAM

H-71



SHOULD COST

PROPOSED TOOLS

• OBTAINSR2DATAIN PROPOSAL

• IDENTIFYSRI ASDISCRETEELEMENT_ REVIEW

• APPLYPRODUCETOYIELDPHILOSOPHY

._ APPLICATION

• FILL4m IV P ,AWAre FEE ,YIELD mCl_S

• FB4CIE 0UALJI_ 00U ARS • SOUnCE SlP_CTI_N . _ C0Sl

• $Ot_ICE SEUECTI0fl • DE£P LOOK _ • Mkll_ I_T

• OEEP LO01( RFP • P_I_L IMSTRUCTIONS • PROGI_S5 PAYMIENIS

• _ S.UOMISSIONI * OUAiJ1Y CDa * PARIETO I_TRI_S

ItlEVI_IV GESTATION * RROGRAM OUALITY PLAN

• PgOOUCE TO 'fiELD

DF.SIGN TO YIF.LD.

• REQUESTPROPOSEDYB._ PATESFORPROOUCgON

• INCLUDERATESIN CON1_ ASGOAL

• PENALTIES/REWARDSIN FOLLOW-I_CONT_ FORPAST

EXPERIENCE

• IN-PRODUCTIONINCENTIVESBELOWAGREEDTOGOAL

DEEP LOOK DRFP

REQUIREFLOWDOWNTOSUBS

INCLUBEPURCHASEORDERIN ORFP

- ASSEMBLEINDUSTRYREPS

- "ALL STAR"REVIEW

PRODUCE TO YIELD

• REDUESTfiRSTTIMEYIF..LDOATAIN SOLICITATION

• AUDITRESPON_

• PARETOANALYSISTOSELECTDRI_

• NEGOTIATEFIXEDPATEFORFIRSTTIMEYIELD

• SELECT'fiELDGOAL

• SHAREREDUCTIONTOGOAL
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AWARD FEE

• OBTAINPROGRAMDUALITYPLANWITH MILESTONES

- CONTRACT

-e_

PLANT

• AGREEON EXPECTEDRESULTS

• PREPAREAWARDFEEPLAN

• MONITORPROGRESS

• AWARDACCOROINGLY

FENCE QUALITY DOLLARS

• CLEARLYSTATEOUALITYREQUIREMENTSIN RFP (TOLERANCES,

REPUTING,ETC.)

• HAVECONTRACTORSPROPOSECOSTSTOACCOMPLISH

• ISOLATE$ IN CONTRACTFOROUALITYTASKS

tlOURCE SELECTION

• SPECIFICREQUIREMENT- QUALITYPROGRAMDATA

- NOTOVERALLnuALn'tPLAN

- PASS/FAIL

- I1[o T0COLOR000E

BOTTOM LINE

• USEPASTPERFORMANCEAS CRITERIA

FILL IN RIP

LEAVESCHEDULEDELIVERYDATESBLANK IN RFP

SELECTCONTRACTORWITH MOSTREALISTICSCHEDULE

CAN WONi( IN CONJUNCTIONWIIH OEEPLOOKONF'P

BOTTOM LINE

• RELEASEREPORT

• CONTINUEHIGH LEVELMANAGEMENTINTEREST

• WORK TOGETHERTO SCOPETRUECOSTSOf NON-QUAUTY

• RECOGNIZESR=HEAVILYINFLUENCEDBY EARLYDECISIONS

• TAILORTHE TOOLSTO FIT THE SITUATION

• LOOKBEYONDINSTANTCONTRACT
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WHAT MAKES COMMERCIAL
SPACECRAFT CONTRACTS DIFFERENT?

James E. Vint

Staff Contract Analyst, AFSD

The commercial spacecraft world has
significant differences from the

military spacecraft. Although the
spacecraft are similar in function,
i.eo, both are Communications satel-

lites, there are differences related
to the required use of military

satellites during wartime necessitat-

ing more stringent design and
production criteria.

However, commercial satellites face

the same natural environment and per.
form virtually the same mission as
military communications satellites.
In this context differences in means

of procuring these spacecraft become

even more significant. This chart

lists some notable points about
commercial contracts.

COMPARISON OF COMMERCIAL VS
MILITARY SPACECRAFT PROGRAMS

Comparison between a typical com-

mercial and military communication
satellite program. Perhaps the
major difference reflected on this
chart is that the commercial
customer needs the satellite and

had based revenue projections on
service from the satellite. The

customer seemingly does not per-
turb the builder and this results

in a stable fabrication cycle and

a higher probability of on-time
delivery.

BUILDING-IN PROBLEMS

?his chart portrays the problems of
performing high risk research and

development on an essentially
production contract ioe., a build

of 2 - 4 spacecraft. Inevitably
problems develop and a schedule

stretch results leading to overruns,
late deliveries and unfavorable

publicity°

APPLICABILITY OF COMMERCIAL
APPROACH

Carrying the commercial approach too

far can result in problems also. If
an achievable baseline does not exist

many of the concepts applied to a
commercial contract cannot be applied.

For example, a well defined requirement
spec may not be possible. A firm fixed
price contract may not be possible or
desirable.

The approach makes the most sense when

the technology is in hand and we know
what we are building.
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WHAT MAKES COMMERCIAL SPACECRAFT

CONTRACTS DIFFERENT?

¢OUMEnC_L CUSTOMEn$ HAVE PUnCHAStO SPACEC_fT mNC| THE

• P'_S A_D P_lUtS

COImERClAL ¢USTOMIA 0OlSN'T PEnFOnM IN PLANT QA ouamo
F_mCAT_N

COMPARISON OF COMMERCIAL VS

MILITARY SPACECRAFT PROGRAMS
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APPLICABILITY OF COMMERCIAL
APPROACH

NOT APPLICABLE FOR HIGH R/6K TECHNOLOGY

DEVELOPMENT

APPLICABLE WHERE BASELINE DESIGN:

• EXISTS

• IS ACHIEVABLE

• MEETS U$EII REQUIREMENTS

APPL/CABLE FOR MOOtRATE RISK TECHNOLOGY

DEVELOPMENT WHEN

• LOW RISK BASELINE IS PURSUED IN PARALLEL

• CONTRACTOR BEES AND SHARES IN BENEFITS
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SUMMARY OF ISSUES
AND RECOMMENDATIONS





THE ACQUISITION PROCESS

SU}fl4ARY OF TOPICS,

OBSERVATIONS, AND ACTIONS

I. Government/Industry Co_unlcatlon -

Acquisition Processes

Actions

a) Document observetlons and reco_endatlons

in Mission Assurance proceedings,

b) Promote continuing dialogue between AFSD

and Induat ry.

2. Carluccl Initiatives

(Defense Acqulsltlon Improvement Program)

Observations/Actions

a ) Implementation incomplete

(6 in trouble)

b) Motivate Program Manager

3. Draft RFP

Obee rye t lon8/Act tona

a) Endorsed but spotty results

b) Improve

m Integratlon -WBS, PPI, SOW,

Section H, etc.

• Reduce proposal size

• Page limits

• Delete unscored plans

• Provide response matrlx

m Standardize format and binding

specifications

• Eliminate redundancy in RFP and

requests for redundant proposal data

m Encourage bidders to suggest improve-

manta in RFP and tailoring through

early coordination and feedback.

4. Specification Tailoring

Observations/Actions

Endorsed two approaches

a) Specific reference to para. or reference

spec para.

b) "Partitioning"

5. Cost of Money (COM)

Observer ions/Act ions

a) Ciarlfy COH regs, instructions and

policies

b) Treat ODH as cost not profit
(don't subtract COM from profit)

6. Incentives/Award Fees

Observations/Actions

e) Not common understadning of value to

Mission Assurance

b) Keep award fee period short

c) Incorporate fee awarded more rapidly

d) Roll unused fees fortmrd

e) Simple, objective incentive fee structure

7. Project Quality Findings

Obs e rye t ions/Act t one

a) Not co-*on agreement on 64 recoe_endatioos

b) Government controls environment

c) Industry in reactionary mode to Government
and public opinion

8. Co,_ercial versus t_tlitary Practices

Observa tlons/Actions

a) Fundamentally different

b) Fourteen factors cited for cost/schedule

growth of Government program

c) Commercial lessons for Government (reduce

m cromauagement )
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THE ROLE OF PLANNING IN A PROJECT ENVIRONMENT

Michael W. Evans
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Telophone: (415) 965-8921

ABSTRACT

This paper describes the need for effective project planning and why,

in the context of the project this planning is essential. The paper

discusses the Software Development Plan and its significance in the

project environment also. Discussed is the relationship between this

plan and other area,t nf project planning and the role of software

...,aagct h, .".it i:,l_._;,_/, e,occss. A;i ...,,....... pr(,j,:c;, s_,a.zion is pro-

lenlcd where planning was poorly done and the problems which
gesulted are described. Much of the information is abstracted from a

book being written by the author "Productive Software Test Manage-

taunt" to be published by John Wiley and Sons in early 1984.

Au_mr's B_kcround

Michael W. Evans is Vice President of Integrated Computer Engineer-

ing (I.C.E.), a company specializing in software management, quality

assurance and productivity improvement.

Mr. Evans is a recognized expert in the field of software management,

woject recovery, and methodology selection and application, He has
successfully managed .,,everal projects ranging from new applications

through recovery of projects experiencing significant development

difficulties. The project applications ranged in difficulty from commer-

cial point of sale systems through large real-time communications

software, lie has published over twenty-live articles and papers on

related snbjects of software project management and is curremly under

contract It) John Wiley and Sons to produce two books, "The Productive

Management of Software Development" to be published in October

1983, and "'The Productive Management of Software Testing" to be

published in early 1984.

Introduction

Software development is a complex process requiring the careful

integration of diverse di_,ctplines, techni¢;d activities and admmistra-

live pvt_ject controlr.. "]'t_._ ollen software projects are inlplemcnlt, d

without lir_,tdelining and implememmg lirm plans to pr, wct how the

sohw;ne will be dcvclol_d. The tale mcabtlre of project ¢l'lcctiveness
is how well Ihc management ot'cheslr;dcs the .Icvelol_,ncnt activities,

and the effectiveness of the tools, techniques and methodologies

applied to the project and the smoothness of the data flow and transition

of responsibility as the implementation proceeds. Management controls

must be defined and implemented to assure schedule and budget

compliance, software quality, and correspondence to user requure-

taunts. In short, the software manager must plan and manage the

disciplines required of software development not monitor their prog-
ress.

For the software manager, the pitfalls in softwm¢ acquisition are

numerous. To the initiated, the labyrith of software development is

overwhelming. The terminology is unclear, the technology is complex.

and the acquisition, administration, and management of technical

personnel and development activities seemingly impossible.

The manager too often throws up his hands in the midst of the develop

ment crisis failing to recognize that although the form of the software
management problem may be unique, the specific management

techniques, practices, and procedures required to develop, integrate,

and demonstrate software are based on good engineering management

principles.

The characteristics of the software product which contribute signifi-

candy to the management dilemma are the lack of physical products

associated with software development and the complexity of the man-

agement program necessary for control of the software development.

Through rigorous application of discipline and judicious application of

tools, techniques and methodologies, softwaredevelopment can be-

come an engineering discipline rather than a technological art form.

Thc software development process is the integration of several distinct,

and often overlapping technical, management, and control

methodologies. "Eachof these methodologies supports different project
areas as follows:

I. Project Planning - The techniques and procedures, which take

basic project, technical, contractual adminir.trative, and de-

velopment requirements, tran_,latmg them into a project state-

lure which support the productive development of _)ftwarc.

2. Requirement.,, I)clinition - The pr,wcss by which u..,,:,"technical

and o;',cration requirements arc dclincd in a traceable. Is'stable
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form which serves as the technical basic for functional decom-

position and software design

3. Functional DecompOsition - The techniques procedures by

which user requirements are functionally decomposed into a

tot of functional and derived requirements which may be

allocated to individual snftware components For detailed

software design.

4. Software Design - The specific procedures, techniques, tech-

nical requirements, and data required to decompose the

software functional requirements and derive the software de-

sign.

5. Software Code And Test - The procedures, techniques, data,

and supporting environments which are applied to support and

control the development of software code and conduct prelimi-

ntry software lestthg

6. Test And lntcgration- The specific technical procedures and

Iochalques applied to integrate the software into an operational

configuration and the management policies and practices im-

plemented to control the process.

7, Co_jp_'ation Management And Conuol Policies - Practices

end techniques implemented to coordinate and control dala

bwelined by the project or approved through a pro.lect review.

8. Automated Support - The tools and iutonmted suppot'1

facilities developed or msudled in support of the project

methodologies.

T_ J.:tsrc¢ to which these r,_cthodologies pl_) _ogc_,,_r, _,¢

compatibility between each of the individual methodologies, II1¢

smoothness and control of the data flow between each of the individual

methodologies and the various compOnents of the pmjec! is the measure

of how efficient the project implementation is proceeding.

The Software Development Plan - The Starting Point

As illustrated in Figure l, the planning of the software project should

be hierarchical based on the contractual and technical rcquircmems of

the project, [hc resources avadahlc to support the development, the

constraints imposed hy the development environment, and the stan-

dards, development requirements, anti expectations nf the company,

customer and u,,er.This software development plan is the essentialfirst

step in planning the psojcct envirtmmcnt, technical and management

controls, resources and support rc'quircmcnt_,and proiccl review, defin-

ing rcquiremcm_ f-* tlcvch_pmcnt nlotlitoring, anti c,_senlial program,

customer, and cootie;toy interface rcqtHren,_cnls.This pkn! Iofc'_ II1¢

manager to define anti communicate what will he done by the pto.}ect

at each point in the deveioprncnt cycle, what tools, techniques and

methodologies wi]] bc apphcd, and how the process is to be managed

and controlled.

In the software developmcnt plan. the software manager describes the

criteria to be followed in the technical areas of the project as well Its

general requiren)ents for planning and implementing these cntena in

the context of the p_nFct str_ct_tre These general criteria must be

translated will dehne the technical and support requirements of the

project and estabhsh the specific methodologies to be followed in

development of the software.

Planning D_cumentation - How to do it

From this ptan a series of 'how to' plans may be developed for the

project. The four most important to the project arc:

1. The Programming Practices Standards And Conventions (PP

S&C) which details the project standards for designing, imple-

menting, reviewing, and describing the software product. The

requirements and detailed requirements for the development.

code, test. integration and support requirements are defined

and the interfaces between each of the methodologies is de-

fined.

2. The Software Quality Assurance Plan defines how each of the

formal and informal reviews are to be conducted and how the_e

reviews are to ix integrated into the pro_ct cnvironment. This

plan should also descnbe how the quality, performance, and

integrity of the software application is to be ns,.ored

3. The Software Test Plan should identify how the lest and

/ntegration requirements described in the software develop

merit plan are to be imp|chanted in the project environment.

This plan should be developed in two parts, The first de._rilxs

in detail how the project will support each of the various test

levels and the second release details the software demonstra-

tion requiremems which, when completed wilt qualify the

software resulting in customer acceptance.

4. Software Configuration Management Plan - This plan is the

document which how details the approved customer baselines

are to be managed and controlled as well as detailing how. in

the project environment data isto be managed and controlled.

The baseline management functions control the in lemally

approved software prod_ts dunng the period of the

development.

As illustrated in Figure 2 the production of the Software Development

Plan is only one of severat planning functions essential for project

success. The tcchmcal requirements must be defined and the coal and

schedules should be developed.

/ \

,, \ r---r
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The Management Dilemnm

The early period of the project is the most critical from a managers

standpoint since it is during thi_ period that the smJcture of the project

is defined, the technical requirements and characteristics of the project

are developed, the cost, schedule, and resource constraints which limit

the perogativcs of the software manager arc idcmified, and what is

done by the project during the course of development and the specific

n_nagemcnt and project control procedures and techniques ate defined

and implemented In short, it is during this period that the software

manager decides what he is going to do to ensure project success.

Despite the importance of this early planning to the ultimate success

of the project it is often diffcult for a manager to find time or resources

early in the project to perform these functions. The typical project is

typically front loaded in with a myri_,d of essential short term tasks

which require the direct participation of the software manager and his

_ff to complete. Early customer reviews, program planning meetings,

project staffing, budget negotiations, and project organization develop-

raent all compete for the software managers time and sap the limited

resources available to the software project early in the implement-tion.

Longer term problems such as software project planning, meaningful
cost and schedule projections, critical early test planning activities, and

planning and developmcot of a productive project environment are
often deferred in lieu of these short term requirements in the hopes

that, "After these crises are over their time will be available to address

the pressing long term issues of the project." Unfortunately, the reality

is that there is never time available in a project situation.

Once the manager falls into the u'ap of Wading short term project

requirements for long _nm planning requiremants, he or she has sown

the seeds of poor productivity. The commitments on the manager and

,taft increase, ne._airi_',&r,_,,,retime rathc_ than Ices :o complete. As _c

development proceeds through the design and development stages the

tithe that the manager hoped would he available for planning evapo-

rates. The situation is compounded since the early project planning

which would bringordertotheselatterprojectphases- requi_=ments

definition, design, coding, test and integration has not been

accomplished resulting in, at best, an inefficient Woject environment

and,atworst,developmentchaos.

'The software manager must recognize the importance of this early

planning to the long term health of the project. This planning, and the

specific requirements for it should he integrated into the project envi-

.ronmant sharing equally in importance with thc short term and early

technical activities and milestones. These activities, conducted prior

to the Systems Requirements Review should he under the direct super-

vision of the software manager. !n the case of the Software Develop-
merit Plan the manager should have primary responsibility for defining

the plans content and in determining the requirements for the tools,

techniques, methodologies, and project management procedures and
¢onffo|s.

A PtamshsgExlunpk

The planning steps described a[xwe are critical components of a suc-

cessful softwa_ project. Unfortunately, the planning requirement is

often ignored due to conflicting priorities or. in many cases a I_'k of

experience in the managcmcn! of sol'twar¢_ The fi)llowing examplc is

I description of an actual prL>jcc! situation in which the planning ',,,'as

poorly done, the symptoms t_,t"the resultant pioblem, the catacly,,m

which resulted and how the problem was resolved.

Projccl Backgnmnd - Early _'cds Of I)i._er

In the mul 19/0's a contract v,'as awarded t,_develop a slate-of-the-art

communications nctwtwk 'l'hcprojectbcFan vithll_cusualflourish.

customcr and contractor personnel congratulated each nther on the

quality of the specifications and agreed thai, in this ease the develop-

ment would bc done right and prove to he an example to be followed

by the industry. For the software manager, the first several months

were a whirlwind of of mcctings, briefings, interviews and short term

project requirements. There was no time for planning but, in the mind

of the manager, as soon as these short term commitments were com-

pleted, there would be more than enough time to plan. This did nor

prove to be the case.

Early Schedule Drift - ProjectControl Problems

The first major project milestone was the System Requirements Review

(SRR). This review was the responsibility of the program office.

however, because of the customers requirements and the nature of the

system a major segment of the pre._ntation was presented by software.

Everyone on the project worked hard getting ready and, although the

preparation for the review was disorganized, the presentation, was

reasonably well received and established a feeling on all sides thatthe

project was proceeding well. This was not the case. Right after this

review the project began to experience difficulty. Pnople working on

the project did not have an understanding of how tho develop or

document the design. Schedules and budgets were ignored. The appli-

cation of resources was ineffective and the generatiem of thefunctional

specification became an insurmountable roadblock no( achievable by

the project.

The software project was hostage to the quality and effectiveness of

the previous project activities. Seemingly small problen_ encountered

during the early stages of the project now had maj(x impact orL the
prop.el SucCes.% technical, cost and schedule peffon_ance, and the

ultiunat¢ r¢liabilit.v a.d qaality of ds¢ zv_,ftw_l'¢sy_t¢l't,.

The software manager was told late in pre-PDR segment of the project,

when budgets, schedules and resources had been depleted, thatmajor

design problems had been found requiting significlmt tirn¢ and re-
sources to correct.

The software manager found himself on the horns of an unresolvable

dilemma. On the one hand, he had to maintain schedules and budgets

while, on the other, he had no control over the magnitude or complexity

of the technical problems being found or the resources n_luired to
correct them. He had lost control over the technical commitmenls

required to satisfy project goals and objectives.

As illustrated in figure 3, a requirement for early project focus was

essential because of the nature of data production in the software project
environn_nt,
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Early in the development, the project was required to control a small

manageable quantity of data exp,cssed as requirements and interface

specifications. These r_luirements were reasonably static, not under-

going frequent and substantial modi fication. Thc software manager and

his staff found that, even with poor. ineffective configuration control
procedures the integrity of the data could be maintained.

From these basic requirements, the software project had to define a

of software functional, interface, and operational requirements upon
which the software developmcnt was to be based. The amount and

complexity of the data to be controlled by the project increased substan-

tially, and manual and ineffective control practices were becoming

cumbersome. This data, once defined was reasonably static not requir-

Jagfrequent or significant change.

There was, however, a_ explosion of information asthe project moved

through the latter stages of functional and software design, code and

tell phases of development. In a short period of time the,amount of

data which had to be produced and controlled by the project increased

by an oenkr of magnitude. By not being planned for, this data explosion

caught the project without sufficient controls, discipline, and support

facilities to manage the process of development. The data explosion

continued thronghout the remainder of the development and when not

dealt with effectively, resulted in project chaos.

A leculgl problem was not dealt with early. The long lead times

associated with planning, implementation, and application of tools,

data, and project controls essential to success. The deve]opmem of the
easential components of the project environment should have been

accomplished in parallel with the technical aspects of requirements

definition, design and coding. They rJionld have been available when

needed by the t_oject if project productivity was to be maintained. A

lag start of development of d_ ire.is virtually _surcd that the

_ts would n_ be available m ume to avoid development
imp,c_

w_ lbppened - Dimmr
The Projec_ pmblewa began to snowball shortly after the functional

specification delivery schedules were missed. The software manager

found that, since there was no organization to the project and no plan
for doing the essential development tasks even the simplest project task

could not be successfully accomplished. The woject slowed and
• lowed, eventually stopping prior to PDR.

Cm'geethe Procedures - lYd_'ult But Effective

When the project blew up the program manager was faced with a

difl'tcut decision. He felt that he had only six possible options, none
of which were attractive:

2.

3,

4.

5.

Reorganizing the project, shifting personnel assignments in an

attempt to gain management expertise and perspective.

Keeping the same management while rescheduling and

rebndgeting the software project to provide sufficient time and

resoorees to complete the effort.

Bring in outside "expcvls" to evaluate the software develop-.

merit problem to restructure the existent project, and to get the

project focused toward a goal.

Dcscoping development to reduce technical requirements,

problclns, and schedule rt_uirerncnts.

Cancelling the project or, at least rcassigni.g dcvelopo_c.I

responsibility to a diflcrcnt organ._mon.

" 6. Reassigning software management responsibility initially,

keeping the same _.'hcdules, budgets, and staff while giving

the new manager freedom to reestablish development paramet-
ers as required.

The manager initially selecting option 3. The consultant reviewed the

project and identified 35 project areas which should be looked at. The

areas ranged from methodology application through cost and .schedule

controls. When faced with the magnitude of the recommendations the

manager was concerned. Hc grouped the problems and found that the
five most significant were:

i. A general lack of motivation on the part of personnel assigned

to the project.

2. An inability on the part of software personnel to meet schedule

or cost milestones and to identify specific causes for the slips
Of overruns.

3. Lack of understanding, prior to development of how tools,

techniques and methodologies were to be integrated into the
project structure.

4. An inability to clearly state project goals, objectives,and

development methodologies.

5. An overall lack of clear project organization and communica-
tion sources.

Bated on this analysis a new software numa_r was assigned and told
to "fix it'.

Phmnlq - How It Turned The Project Around

The software manager took the following steps:

Planning - An overall softwa_ structure, project organization,

and control and development environment were defined and

documented in a Software Development Plan. Configuration

Management, Standards and Conventions. Test, and Quality
Auurance Plans.

2. Staffing - The staffing segment of the task was extremely

difficult due to the crihcal requirement to get the job started.

An initial analysis of the taskindicatnd that staff was required
in five primary areas:

a. Development - The development team was organized

under the technical leader and staffed with personnel pre-
viously assigned to the project.

b.

c.

Tool Development - An initial evaluation of woject tools

indicated that they were inadequate to support develo W

ment and le_t of the software. A group was indentlfied to

develop tools for supporting project methodologies.

Test Planning- An independent test planning and develop-

ment function was identified to verify software quality and
adherence to baselines.

d. Documentation -To maximize productivity it was decided

to offload as much dt_.'un_ntation rcspt,n.,,ibility as poss,-
blc fn_m the dcvclolmlcnt team. I)cr_m_el were id_:ntllicd

to document tl_" software.

e. 2o:lliguratitm h]a,_:gemcnt - To control the myriad of
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software pr(wJucts and baselines a strong configuration

management structure was required, The functional and

staff requircmcnts were identificd.

An organizational str'ueture was then identified and an aggressive
staffing plan was pursued to fill the required positions. Using a combi-

nation of known outside consultants, outside body shops, and personnel
within the company, the project was fully staffed in a short time. Each

individual assigned was hroughE into a documented position and as-
signed a documented task.

3. Scheduling - Scheduling of the job was accomplished in two

steps:

a. A somewhat arbitrary set of software builds was defined

to provide a technical basis for incremental development

and testing of the software.

b. Scheduling personnel were brought in to work with tech-

nical personnel in deriving and overall software PERT by

build. This PERT was developed within a shon time and

identified the critical interrelationships among the tasks
involved.

4. The PERT schcdtdc provided specilic information concerning

the development status. On many occasions, early recognition

of problem (st dcvelopmcnt schedules allowed additional re-

sources to be applied to the effort to recover lost schedules.

Project Experience - Implementing The Plan

This early project planning was the means by which the software

manager gave early form and structure to the project. It was through

the planning that the myriad of development tools, techmques, and

methodologies are selected and applied to the project. Tic rigorous

development and appl0cation of the plan provided a documented stmc-

tore for the project and communicated upward through the customer

and program organizations the plan for development and downward

through the Software organization the roles, resources, responsibilities

and development requirements of each organizational components.

Generation of the Software Development Plan was the first step in

laying out the requirements for the software proJect. This level of

planning was based or*the project and development requirements and

defined requirements for each of the categories of design, developmcm,
and test.

4. Establishment of Software Configuration Review Board

(SCRB) - SCRB was a forum where any project member could

submit a problem report on any aspect of the project he felt

needed attention and that each problem would he reviewed
amd resolved. The SCRB was described in the Software

Development Plan and the first meeting was held within 6

weeks of project restart, thus firmly establishing its existence.

It was also established at this time that the SCRB meetings
would be held weekly.

The management activities described above enable the project to start

at a full run. Each staff member came on board fully cognizant of his

responsibilities as well as overall project goals and the way develop

ment was to proceed.

Management functions during implementation consisted of forcing

adherence to the plans and structures defined at project start, monitoring

schedules and making adjustments as necessary when slippages oc-

cured, and instigating immediate action as problems arose. Project

momentum was maintained mainly by the continued active manage-

mcnt participation.

Several key decisions during the planning phase proved especially

significant during the implementation period:

|. The early development project planning documentation proved

to be critical to the uhimate success of the project. The new

manager was forced to think through what he was going to do

on the project and, from these requirements, define how the
project requirements were to he satisfied.

2. The decision to initiate development of tools early in the

planning phase facilitated productivity a,d was the single most

important factor allowing a key training milestone to st;u( on
time.

The independent test effort proved an essential part of the

development pnK:e,,s iHtd, along with variotlS conligurilti!,ln

management alld tJtl,l]ily ;is_urdncc luncl")n_, provided i_si-

live means for In;tilll_lilllng, itlOl)llOflltg, ;llld L'on||ilIIll)_ all

software and _,tupix+rt paoducts throughout the dcvclc,l+lzlenl

and lest p_'riod

The plan was the definition of what was to be done dunng each step

in the development, resources to be applied to the project, and a plan

for applying them and controls for monitoring the project in the context

of the development effectiveness.

Practices and procedures for numaging andcontrolling the development

were also definod. Development of th= Software Development Plan

was the direct responsibility of the software manager although .segments

of (be plan were delegated to _her ar_as of*h" p_r_j.,,:ctf_r _*-"-'!_e.'.*..

The manager was committed to the resultant plan and to implementation

of the project requirements specified within.

Once the plans, schedules, budgets and project requirements were

clearly defined the manager took an active and effective role in ensuring

their implementalion. Technical personnel threatened to quit, managers

at all levels threatened funding restrictions and career impacts, cus-

tomer personnel threatened program impacts if their ideas were not

incorporated in the project environment. A variety of observers outside

the program pointed out "critical shortcomings" and "'grave concerns".

The manager kept his focus, however, only changing the project

environment when it made sense in the context of the approved,

implemented, and documented project environment. As a result the

project returned to productivity and, ultimately succeeded.

The nature of the software development process demanded that this

early planning be rigorous, complete, and tailored to the development

requirements of the proJect. The complexity of the disciplines essential

for development, the non-tangible nature of the early data products and

the essential relationship between requirements, design, code and

testing data required carcfully planned and orchestrated technical and

administrative (asks be accomplished.

Project Experience - Success In Spite Of Itself

Because of the disciplines deer(bed above, the project was successful.

The rapid progress made early in the prolcCt was rewarded hy the

accq_t;.tcc and L'crli|iciltion of"the systcnl for u,,c. The tlc]ivcrcd sy_,tcm

cout;umcd some 350,(XHI Imc of cq_le, of which apl_roxlmatcly 7.5%

wert." rt:_,'_rillcn. This s)'stcm was fully dot'UlllClllcd. Icstcd, auld t.ldcr

Ctnlliglll,tlion ct_tllrOtgbt,lldtqivcred,l"hl,kindol produ,:liVllywas

1-_5



possible through the availability of tq.'chnically cr_mpetentpersonnel,

thcir hard work and dedication, and aLlivc, awa_ management.
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ABSTRACT

Air Force Systems Command has developed a
four-phased plan for introducing Ada into Air
Force Systems, and has established definite
criteria for advancing to each successive phase.
The objective is to start using Ada as soon as
possible, but to do it prudently. The four
phases are: laboratory development and explora-
tion; product division parallel operational
system development; use of Ada on selected
programs; and mandatory use of Ada on nearly all
programs. At each phase there are readiness
criteria related to compiler maturity, complete-
ness of tool sets, availability of documentation,
maintenance, training, and adequacy of the
experience base. The criteria can prevent errors
of haste that have plagued past Air Force lan-
guage introductions; they also provide near-term
goals for projects in the early phases. The next
step in the plannlng process is to design
projects for each phase that will accomplish the
goals.

Introduction

The Air Force plans to introduce Ada into its
systems deliberately, so as to avoid the errors

of haste that have plagued previous language
introductions. We found, for example, that our
haste in making JOVIAL J73 mandatory caused
severe problems for both the people trying to

develop it and the systems trying to use it.
Programs using J73 compilers that were still
under development tended to drive the compiler
development, to the detriment of the general user
community. The problem was especially severe
when two or more programs committed to the same
developmental compiler. Den we had changing and
conflicting compiler requirements, competition
for scarce compiler writing talent, poor
configuration control, and general confusion.
The situation was equally bad for the using
programs. They often had to adjust to late
compiler deliveries. In some cases, young
compilers produced unacceptably inefficient
object code, and compiler writers were too busy

to improve them. In other cases, programs had
failed to arrange for adequately responsive
compiler maintenance support. (Sometimes the
support was simply unavailable.) The programs

This manuscript has been cleared for publication
IAW AFR 190-I.

had to put up with schedule slips and increased
costs while they waited for crltlcal compiler
bugs to be fixed or needed features to be
implemented. In the meantime, the operatlonal
forces had to go without the capabilities they
needed to perform their missions.

Clearly, we cannot afford to use immature
languages and compilers on critical programs. On
the other hand, if _ wait for total maturity
before using a language or compiler, it will
never achieve maturity. Accordingly, we have
developed a four-phased introduction strategy,
whereby we apply Ada in situations where we have
successively more riding on its success.

The four phases are: I) laboratory develop-
ments and explorations; 2) product division
parallel operational system developments; 3) use
of Ada on selected operational system development
programs; and 4) mandatory use of Ada on nearly
all programs.

We have Included in the strategy a set of
criteria for deciding when we are ready to move
on to the next phase, Used conscientiously, the
criteria can keep us from biting off more than we
can chew in any given effort. They can also
serve as a set of near-term objectives for early
efforts.

It needs to be emhaslzed that since many of
the criteria are related to specific application
areas and the tools to be used, there is no hard
and fast cutoff for saying the Air Force as a
whole is in one phase or another. We can expect
to have some programs In each of the first three
phases at any given time.

Phase i: Laboratorx Developments and Exp1oratlons

Phase 1 consists of two types of programs at
our laboratories: development of Ada compilers
and related tools; and explorations of how to use
Ada in the areas in which each laboratory
specializes.

We have Phase 1 programs of both types at
each of our major laboratories: The Air Force
Armament Test Laboratory (AFATL) at Eglln AFB
Florida; the Air Force Wright Aeronautical
Laboratories (AFWAL) at Wrlght-Patterson AFB
Ohio; and the Rome Air Development Center (PJ_DC)
at Griffiss AFB New York.

I-7



AFATLhastwocompilerdevelopment programs.
In house, they developed a partial implementation
of an Ada compiler. This compiler runs on the
CDC Cyber, is written in PASCAL, and produces
code for the Zilog ZBOOO microprocessor. It is a
partial implementation in that it accepts many,
but not all, of the constructs of the Ada lan-
guage. Work on this compiler ts considered
complete. The comptler has successfully been
used to develop Ada code for other AFATL pro-
grams. AFATL's other Ada compller Is belng
developed under contract by Florida State
University. It also runs on the CDC Cyber, is
written in PASCAL, and generates code for the
ZOO00. Its difference from the in-house compiler
is that it is intended to implement the entire
Ada language. AFATL considers this compiler to
be coming along well. They are attempting to
flnd funding to develop a version of this
compiler to generate code for the MIL-STD-17SOA
microprocessor.

AFATL has proposed an exploratory effort to
rewrite the code for the Advanced Medium Range
Air to Air Missile (AMPJkAM) to determine the best

design approach. It Is currently being written
in J73 to run on a proprietary processor. The
rewrite is to be in Ada to run on a MIL-STD-17BOA

microprocessor.

AFWAL is negotiating a Memorandum of Agree-
ment (MOA) with the Army to develop a MIL-STD-
1750A target capability for the Army's @via Lan-

uage System (ALS). This effort will give the
Ir Force a VAX-hosted 17SOA-targeted Ada

capabll Ity.

AFWAL has several exploratory efforts under-
way. They have agreed with the Army to be a beta
test slte for the ALS and are participating in
the Inltlal Installatlon and checkout of the
ALS. As a beta test site, they plan to develop a
1750A simulator in Ada, to support Air Force
Institute of Technology thesis work in Ada, and
to conduct work on artificial intelligence in
Ada. They are participating in the Tri-servlce
KAPSE Interface Team. They are investigating the
use of Ada in a distributed multtprocessor
avionics system. They recently completed a study
on translation of J73 code to Ada, which reached
the concluston that transl ation I s neither
desirable nor feasible.

RADC t s devel opi ng the Ada I ntegra ted
Environment, which is a complete Minimal Ada
Programming Support Environment, as defined In
the DOD Stoneman document. The initial version

is IBI4 370-hosted and targeted. RADC also
intends to develop a 1750A-targeted version.
This effort is complementary to, not competitive
with, the Army's ALS. Between the two of them,

we will have a 1750A target capability on both
IBM and VAX hosts. Previous surveys have shown
that these are the two most important hosts for
the development of embedded software.

RADC has several exploratory efforts going.
They recently completed a study of the feaslbil-
ity of using a federated system of microprocessor

Ada development systems tied to a central data
base to develop embedded Ada software. The study
concluded that this is a reasonable way to
develop code for moderate sized programs. RADC
is monitoring industry's attempts to use Ada as a
program design language. They are watching Air
Force funded efforts, such as the Satellite
Control FaciIity's work on the Data System
Modernization program, and independent industry
funded efforts. RADC is planning to rewrite, in
Ada, an existing FORTRAN command and control
system, both to evaluate feasibility and to
determine the best design approaches.

Phase 2: Product Division Parallel Operational
System Dev elopmen'l;s

One of the most important lessons that we
learned from our J73 introduction is that transl-
tioning a new language from the laboratories to
the product divisions is much more difficult than
we envlsloned. Laboratory efforts are often
feasibility demonstrations. The labs can afford

to work wlth and develop systems that are finicky
and fragile. Lab people are technically oriented
and motivated. Some laboratory people can even
modify compilers to correct errors. Many are
capable of diagnosing compiler errors and
devising work arounds. Some of them even actually
enjoy that kind of work. Product divisions, on
the other hand, are expected to deliver usable
supportable products to the operational forces.
The products must be robust. Product division

people are management oriented and motivated.
They expect delivered products to work. They
view compiler errors as cost and schedule

impacts, not as technical challenges. The same
contrasts can be drawn between the contractors
the laboratories use and those that the product

divisions typically use.

Accordingly, we have concluded that we have
to consciously transition Ada from the labora-
tories to the product divisions; we cannot afford
to just let it happen. We need to provide a
means for the product divisions and their
contractors to develop experience using Ada
without putting operational system developments
at risk. We have concluded that the best way to
do this is to conduct a series of product divi-

sion parallel operational system development
efforts, at least one at each of the product
divisions. The idea is to identify system
programs that are developing moderate amounts of
code in some mature language and fund a parallel
development of the same software in Ada.

The exact details for Phase 2 programs have
yet to be worked out, but we expect that the
guidelines will be roughly the following: I) the
product division computer resource focal points
will identify candidate programs and obtain
preliminary agreement from the program manager to
take on the additional management workload.
Headquarters Air Force Systems Command will make
the final selection and provide formal tasking;
2) funding for the Ada part of the effort wlll

come from separate program elements that have
been created specifically for laboratory to
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product division transitions. Thts wtll avoid
cost impacts to the matnltne effort, prevent
transfer of funds between efforts, and preserve
program manager accountabtl $ty; 3) the two
efforts w| 11 start from a common system
specification and then go their separate ways.
The Ada effort wtl1 continue through hardware/
software Integration and possibly some system
test, but wtll avoid the costs of fomal
qualification test; 4) the product division itll
be free to use either the same or different
contractors for the t_ efforts. The development
teems, however, will be separate; and S) the Ada
effort wtll not be schedule-constrained. This
will avoid pantc lode and will provide ttme to
ftx compiler errors in a rational manner.

The criteria for deciding that we are ready
to start a Phase 2 effort are a compr_tse. TO
obtain maximum experience from Phase 2 efforts we
want them to be as sllllar to real system

developments as possible. This implies that the
language and tools Should be as mature as they
need to be for a real system development. But we
don't want to watt that long to get started on
our first Phase 2 efforts. Accordingly, we have
taken a careful look at the requirements for
supporting a real system development and have
backed them off as _ch as we can _thout exces-
stvely increasing the rtsk that we won't get
useful experience from our Phase 2 efforts. The
criteria we need to retatn fall into the general
areas of c_tler readiness, comq)leteness of tool
set, documentation, maintenance support, and
estimation statistics.

In the area of comq_tler readiness, we cannot
afford to use a compiler that ts hot off the
presses. The compt 1er we use must have

revtously been used to develop code, lOSt ltkely
n a laboretory, l_ts requirement gives some

Indication that the c_tler's performance and
human interfaces are at least usable, tie also
need the comptler to have compiled a large body
of extstlng Ada code so that we can have some
faith tn tts capacity. The extsttog code can be
the coaq_tler ttself, If tt is written tn Ada, or
it can be the Ada validation suite. We do not
require totally error-free compilation, but we do
require that ali discovered errors be docomented.
Ftnally, since we are admitting the possibility
of known compller errors, We require Ada Joint
Program Office approval for use of the compiler.

In the area of completeness of the tool set,
we require a minima set of tools that are
compatible wtth the compiler. Experience has
shown that tt ts not feastble to develop software
without at least a cross-assembler, linking
loader, dotmloader, and either a simulator or
target debugging capability, tn addition to the
comptler.

%n the area of documentation We requtre full
documentation of all the tools including the
co_q_tler. Full documentation includes disclosure
of the tool design, so that developers can devise
work arounds when they discover errors tn the
tools during the system development process. In
the tnterest of time, we are willing to accept
contractor fomat tn lteu of full MIL-SPEC fomat.

Recognizing that there wtll always be
residual errors in the tools, we require that
there be a maintenance capability tn place. The
maintenance capabil try lust cover all the tools,
not Just the compiler. However, tt does not have
to be, and most ltkely wtll not be, a goverment
capabtlfty. Stnce we do not have a system
Inltlal operational capablllty riding on the
completlon of the Ada development, we can
tolerate a less than qulck-reactlon capability.

Fina}ly, in the area of estimation statis-
tics, we need some way to determine the scope of
the proposed effort. The needed productivity
statistics should come from previous laboratory
efforts.

The minimum capabilities listed above are
certainly less than any prudent program manager
would requtre before comttting to a system
development. However, We believe that they are
sufficient for a parallel development where
success of the system does not depend on success
of the parallel development. By encouraging
parallel developments as soon as We have these
minimum capabilities, we can start using Ada
several years earlter than would othe_tse be the
case.

Phase 3: Use of Aria on Selected Program

Following completion of one or more Phase 2
efforts, we can start to use Ada as the primary
development language for new operational systems.
The development of these systems ts subject to
the nomal cost, schodule, led technical perfor-
mance requirements that are imposed on all opera-
ttonal system development programs. Success or
failure of the developments directly tmq_acts
combat capabtl try and nattonal security.
Accordingly, the development language must be
carefully chosen to laxtmtze the chances of
success. We expect that Ada wtll be the language
of chotce for some systems long before tt ts the
language of choice for all systems. We have
ways of Identifying these systems: 1) We can
allow systems to volunteer and obtatn Head-
quarters AFSC approval to use Ada, and 2) the
Headquarters can dtrect non-volunteer programs to
use Aria. Of the two approaches, we much prefer
the use of volunteers. We expect that the first
programs to volunteer wtll be mall, low-rtsk
programs. Thts #s exactly the kind of program
that shou)d be the first to use a new language.
After mall, low-rtsk programs successfully use
Aria, _e can expect larger, higher-risk programs
to select it.

Stnce the success or failure of each Phase 3
effort dtrectly impacts nattonal security, we
must satisfy a more rigorous set of readiness
criteria before selecting a language. The
criteria that we have identified are equivalent
to the criteria that any conscientious progrom
manager evaluates when choosing any development
language, with suitable adjustments for the fact
that Aria ts a new language. The criteria we have
identified fall tnto the general areas of
compiler maturity, completeness of the too) set,
documentation, maintenance support, and training
avallabll Ity.
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In the area of compiler maturity, we require
that the compiler to be used must have previously
been used on a Phase 2 effort in the same
applicatlon area. (By compiler we mean the
precise host/target combination. This is because
quality of code generation is extremely important
for operational systems. By the same applica-
tion area, we mean avionics, electronic warfare,
command-control -c_unlcatlons- intelIigence,
training devices, and automatic test equipment.
This is because different application areas
stress different language features, and because
we expect that run time systems will be applica-
tion area dependent.) The compiler must be fully
validated, as defined by the Ada Joint Program
Office. The performance characteristics of the
compiler and run time support package must be
known, including the code and run time expansion
ratios. These criteria are equivalent to a
program manager's looking for a compiler that has
been used successfully before, with due recogni-
tion of the fact that some program has to be
flrst.

In the area of completeness of the tool set,
we require the same minimum tool set required for
Phase 2, plus a symbolic debugger and a measure-
merit capability. Ideally, of course, we should
also have additional tools, such as configuration
management aids, a library manager, and a
prettyprt nter.

In the area of documentation, we have to
realize that the tools that are used to develop
the system will also be used to support it over
its entire llfe cycle. Accordingly, all of the
tools must be docomented to full MIL-SPEC
requirements. Additionally, Air Force Logistics
Command must approve the tool set and the
associated del tverables.

In the area of maintenance support, there
must be a quick reaction maintenance capability
in place for the compiler and all of the other
tools. This Is because every day loss caused by
tool problems translates directly into a delay In
system operational capablllt},. (This assumes
that software is on the system critical path, as
It usually Is.)

Finally, in the area of training availabil-
ity, the contractor must have some method for
training hls people in designing, coding, and
testln9 in Ada. Training is required for the
experienced programmers who have to adjust to
Ada's new way of doing business, and for the new
programmers hired off the street.

Satisfaction of the above criteria will not
eliminate all risks, nor even reduce them below

the risks associated with using a mature
language. It will, however, ensure that no
unnecessary risks are being taken.

Phase 4: Mandatory Use of Ada

The Alr Force (and Department of Defense)
goal is to use Ada for vlrtually all system
developments. Accordingly, we plan to make use
of Ada mandatory at some point In its life. We

will do that by changing the appropriate regula-
tions. Of course, not even Ada will be suitable
for all programs. Recognizing this, we will also
have to develop waiver criteria and set up a
process for obtaining waivers.

Making any language mandatory is a big step.
It is effectively taking a technical decision out
of the hands of the engineers and putting it in
the hands of the regulation writers. Effectively,
it is deciding a priori that nearly all programs
satisfy the criteria for Phase 3. Accordingly,
we must be sure we are ready before we do it.
Our criteria for deciding we are ready to fall
into the areas of compiler maturity and program

management.

In the area of compiler maturity, there must
exist sufficient compiler host/target combina-
tions to Cover the majority of potential applica-
tions. These compilers must have previously been
used on operational system development programs,
and must be supported by quick reaction
mal ntenance.

In the area of program management, we must
have acquired sufficient productivity information
on previous programs to be able to estimate cost
and schedule for future programs. We must also

have the management experience to be comfortable
with the adjusted milestones that use of Ada is
expected to cause.

Where Are We Now?

The foregoing strategy was jointly developed
over a several month period by members of the Ada
Joint Program Office, Air Staff, Headquarters
AFSC, the Embedded Computer Standardization
Program Office, and the Computer Resource Focal
Points. It has been briefed to the JOVIAL-Ada
Users Group, MIL-STD-1750 Users Group, industry
meetings, the Second Alr Force Systems Command
Standardization Conference, and various Air Force
Working Groups. To date, no significant
disagreement has surfaced.

The next step is to flesh the strategy out
into a full-blown plan. Electronic Systems
Division Is now writing the plan under the 64740F
computer resources management program. When they

complete it, it will get a thorough Headquarters
AFSC review and will then get approval from the
other product divisions, the varlous major
commands (especially AIr Force Logistics
Command), and the Air Staff. After it becomes a
formal Air Force plan, it will go to the Ada
Joint Program Office for incorporation into the
Trl-service Ada Program Management Plan.

As mentioned above, the plan will contain the

detailed guidelines for selectlng and managing
Phase 2 efforts. As soon as the guidelines are
firm, we can start actively looking for candidate
Phase 2 efforts and identifying sources of
funding. Then we will be ready to start some
Phase 2 efforts as soon as the criteria are met.
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Impact of Ada on the

Software Life Cycle

By
Susan B. Mickel

ABSTRACT

The introduction of the Ada

programming language will affect

every aspect of software
development and every phase of

the software life cycle. It is
the intent of this paper to
examine some of the issues
involved in the introduction of

this language and explore some
ways of addressing them in a
beneficial manner.

1.0 INTRODUCTION

The Ada programming language was

designed to support modern
software engineering principles
in order to produce software that
is

o modifiable

o efficient

o reliable

o understandable.

In designing this language, it
was recognized that a programming

language is a very powerful tool
in the software development

process. However, it is just one
of many tools. Further, the
effectiveness of any tool is

limited by the way it is
applied. As the well-known maxim

says, "The programming language
does not exist in which it is the
least bit difficult to write bad
code". It is the intent of this

paper to examine some of the

software engineering, management
and training issues associated

with the introduction of the Ada

programming language and to
recommend ways of addressing them.

2.0 THE LIFE CYCLE MODEL

A typical software life cycle

model is represented in Figure
1. As a model it is an

abstraction of the actual life

cycle process, with distracting
details eliminated. It is an

ideal that facilitates discussion

and analysis of the software

development process. It
represents little of the com-

plexities of a real software
development project. In the real
world, some or all of these

activities occur simultaneously

and cyclically. New requirements

can be introduced during any
phase of the life cycle; testing
can expose problems that cause

re-design, etc. The model, after
all, represents the software life
cycie, not the project llfe

cycle. In spite of this, the
llfe cycle model forms the basis
for

o cost estimation and

scheduling algorithms
o staffing profiles

o management practices
o military standard review

procedures and docu-
mentation.

Lines of code are not the

only products required of a
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software development project.
Intermediate products and review
points are necessary to assure
the Quality and maintainability
of the software produced and the
satisfaction of all system
requirements. Especially on
large software projects, a great
deal of formalism is required.
This formalism is captured in
military standards which specify
the products (deliverables) and
reviews associated with each
phase of the life cycle. Figure
2 illustrates the products and
review points currently required
on a DoD embedded system
development project. These
deliverables in turn drive the
project schedule, staffing
profiles, and the automated tools
to support their production.
Thus, we have a tightly
integrated system all based upon
the llfe cycle model and all
intended to produce an acceptable
end product. The Ada programming
language will have a profound
effect upon the life cycle model
and, by impllcation, upon all the
items discussed thus far.

}.0 ISSUES

In thls section, the issues
involved in transitioning to Ada
are discussed within the
framework provided by the life
cycle model. It is recognized
that these issues are closely
interrelated and interdependent.
For organizational clarity,
however, they will be divided
into several broad areas of
discussion.

).I Life Cycle PhaseTransitions

The transition from one phase of
the software life cycle to
another has traditionally been
characterized by context

switching. Outing the require-
ments analysis phase, a
requirements language like SREM
or PSL/PSA is used. During
design, a program design language
(PDL) is used. During imple-
mentation, a programminglanguage
is used. Traceability from phase
to phase is difficult and
costly. In addition, the
transition from one language to
another is likely to introduce
errors. Different automated
support tools must also be built
and maintained for each phase.

With the introduction of Ada,
that scenario could become a
thing of the past. One of the
advantages of Ada is that as a
language it contains features
that make it feasible for use in
requirements analysis and design
as well as programming, The
advantages are obvious,
Traceability is improved. Errors

introduced through context
switching are eliminated.
Separate support tools are no

longer needed. However, there
are difficulties.

Together with the lack of context
switching comes a blurring of the

phases of the life cycle. At
what point does one decide that
requirements analysis is complete

and design beginning? Where does

detailed design leave off and
coding begin? The use of a

common language, while having
immense advantages, also is
difficult to control. How does

one prevent the writing of
detailed code during the require-

ments analysis phase? How does
one communicate the design at

design reviews? What are the
appropriate review points?

These questions can only be
answered by a careful study of
how the life cycle phases are
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changedby Ada. The dellverables
must be natural by-products of
the development process. Thus,
changes to the life cycle model

necessitate changes to the
deliverables which necessitates

modifications to the military

standard specifications. The
recommendation is, therefore, for

a general and extensive overhaul
of the military standard

specifications, types and forms
to conform to a new software llfe

cycle model.

3.2 Design Methodology Issues

Over the last 20 or more years of
coding military applications in
FORTRAN, Jovial and assembly
languages, the structured

programming methodology of
software development has been

widely applied to the development
of embedded systems. Functional
decomposition, design and code

walkthroughs, and other
structured techniques have become

standard operating procedure for
defense contractors. If that

methodology is applied to the

development of Ada code, little
of the expected benefits of Ada
would be realized. For example,

structured programming techniques
were never intended to design
packages to maximize information

hiding. There is no support for

the definition and management of
data abstractions. The Ada
language itseIf cannot force the

application of good software
engineering techniques llke
information hiding. It mereiy

permits their application.

Thus, new methodologies are
needed that support the design
principles embodied in the Ada

language. Methodologies are
being proposed, such as the

object-oriented methodology [1],
which appear promising. However,

most of these methodologies are
still merely concepts. Much work
is needed to validate and
evaluate them. Even more work is

required to make them manageable,
measurable procedures that can be

applied in a disciplined manner
to large software development

projects Involving hundreds of

software professionals.

The difficulty in selecting a

design methodology for Ada is
that, ultimately, a large amount
of experience with the language
itself is required to intelli-

gently evaluate it. Many systems
were written in FORTRAN as

structured programming evolved.

Also, the problems in

transitioning to Ada will
influence the selection of

methodologies. For example, one
technique may appear superior
simply because designers learning
Ada for the first time find it

easy to understand and apply.

Experienced Ada designers might
find it inefficient and error

prone.

In the meantime, something must
be done. Recognizing that the

best methodology to use with Ada
is some years away, advances can
still be made. One approach is

to evaluate promising new
methodologies on realistic

software development projects. A
"Methodman" document [2] has been

published that lists criteria for
the evaluation of such

methodologies. Projects that are
jointly funded by government and
industry are preferred, staffed
by experienced systems developers

from industry. The benefits of

this arrangement are

Technology transfer by
means of the training of
experienced software

professionals in Ada,
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Evaluation by those who
have actually built
large systems and
understand the
management problems as
well as the technical
problems,

0 The exposure of problems

in transitionir_ to Ada
experienced by software

development staffs.

One of the first controversies

surrounding the introduction of

the Ada language concerned the
use of Ada as a PDL. While this

seems a valid point of
discussion, it is reaIly begging

the question. A PDL is simply a

tool for program design. For
systems developed in first

generation languages like
FORTRAN, POL was a tool to assist
the developers in transitioning
from a textual description of the

requirements to the low level,

tightly specified code. One
sentence in the requirements
document might result in
thousands of lines of code.

Ada is a much higher level

language than FORTRAN and other
languages currently used to
develop embedded systems. It can
be used In the requirements

analysis and design stages to
avoid context switching. The

issue is the process by which to
apply Ada to those activities and

not whether compilable Ada or a
PDL should be used. In any case,

the latter issue mainly affects
the tools that will be built to

support the design process.

3.3 Software Reusability Issues

The packaging and multi-tasking
facilities of the Ada language

provide support for the defini-
tion of what is colloquially

called "software chips". The
reusability of code would save
the government millions of

dollars a year in new system
development, increase the
reliability of new systems
through the incorporation of
large portions of validated
software, and reduce the
shortfall of software

professionals. As such, it is

a high priority goal of the DoD
and an expected result of the
introduction of Ada.

There are difficulties, however,

in implementing software

reusability on a large scale.
The reuse of code developed by
one contractor by another

contractor may raise licensing or
infringement issues.

There are technical difficulties,

also. First, in order to be able
to define packages for general
use, it is necessary to develop a
standard abstract view of the

capability to be supplied. Take
as an example a matrix

manipulation package. It is easy
to define such a package since

the abstract object matrix is
we]/ defined as are the

operations to be performed upon
it. It is a much more complex
task to abstract an orbit

determination system or a

satellite command generation

system. In many cases, there is
no standard nomenclature from
customer to customer or from

contractor to contractor. The

problem is similar to those faced

by the developers of the
so-called expert systems. One
must be able to abstract the

knowledge about a given task,
define a standard nomenclature,
and to abstract objects, types

and operations.

Second, assuming that libraries
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of reusable software are

available, some mechanism is
required to locate and retrieve

the proper packages. It must be
easy and quick for potential

users to identify the needed
packages and sufficient
information made available to

easily and quickly determine its

applicability. Many methods of
retrieval will be required, as

for example, by types, objects

and/or operations. Again, a
standard nomenclature would be

helpful in efficient retrieval
algorithms.

Finally, programmers by their

nature are likely to develop
their own routine if there is one
minor difference between what

they want to do and what a

pre-existing, tested routine
does. They also tend to believe
that they have a better, faster,

or more elegant algorithm and so
resist reusing code - the "Not

Invented Here" philosophy.
Management practices are

therefore necessary to encourage

and enforce the use of package
libraries.

One method of overcoming these
difficulties is to organize

several projects to define
generic type systems. Typical

embedded systems or subsystems of
moderate size should be selected

for the broadest applicability,
such as an orbit determination

system for a satellite. In the
first step, a standard
nomenclature for the application
is defined. This necessitates

the participation of experts in

the particular application area.

Then abstract types, objects and
operations are defined. Finally,
these items are organized into
the specifications for reusable

packages. Several of these
projects operating in parallel

would increase the reliability of

the results. The developers of

one system can review the
packages from another system,
etc. This is another area where

industry must participate for the
reasons cited in Section 3.2.

3.4 Training Issues

It is already realized that Ada
is not just another programming

language that can be learned by
examining the language reference
manual. Training in the design
principles that Ada was developed

to support is mandatory. In
addition, training will be

necessary for every professional

involved in the development of
systems in Ada. This includes

system engineers, designers,
coders, testers, Quality
assurance personnel, con-
figuration managers, project

managers, etc. As Ada will
affect every phase of the life

cycle, so, too, it will affect
everyone involved in every

phase. This generality of

training is required if the
desired benefits of software

reusability and maintainability
are to be achieved.

Ada cannot be learned by studying
individual features. The way in
which the language features
interact is one of the most

difficult and important aspects

of the language. One of the most
effective methods of teaching
this type of concept is by
example. The development of a

system of graduated examples is
therefore recommended. Simple

examples would involve only one
feature of the language, such as

a generic subprogram. More
advanced examples would involve
the interaction of several

features. The reusability

paradigms of Section 3.3 would
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contribute greatly. Further, all
examples would be written to
damonstrate good Ada programming
style.

4.0 SIJMMARY

Many recommendations have been
made in the preceding sections.

Briefly, they are:

o Revision of the military

standard specifications,

types, and forms

o Evaluation of method-

ologies for designing
Ade software

o Modification of

software acquisition

practices to promote

reusability

Development of standard
nomenclature for

embedded systems and
development of program-
ming paradigms of

reusability

Development of training

courses using graduated

examples

All of these recommendations are

made for the near term, i.e., the
next 1-3 years. During that

period, our knowledge concerning
Ada will increase exponentially.
Therefore, It is infeasible now

to propose what should be done in
the long term. An iterative
approach is recommended, in which
a reassessment is made

periodically, new issues

recognized, and adjustments made
accordingly.

5.0 CONCLUSION

Many of the issues raised in this

paper are not peculiar to Ada but

are general software development
issues that have existed for some
time. Ada alone cannot solve all

the problems and complexities
associated with the software

development process. Disciplined

software engineering methods
applied consistently throughout

the life cycle are required.

However, to the extent that Ada
does provide powerful support for

these methods, it has great
potential for improving the

current practice. Regardless of
other benefits, the expected
introduction of this language is

prompting an examination of

software development issues and
experimentation in innovative
solutions. As D. A. Fisher has

stated in reference to Ada, "the

major payoffs will come from
better programming methods and
techniques, more software

commonality and more useful and
easily accessibIe software tools
and aids" [)].
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TRANSITIONING TO AOA*:

EXPLOITING A PILOT DEVELOI_4ENT

John Bailey

General Electric Company

Amington, Virginia

ABSTRACT

The effective transition to the use of Ada

implies much more than learning the syntax of a

new programming language, Ada supports the

application of many advanced principles of

software development. However, these principles

are not automatically associated with the use of

Ada. What is required is an approach to learning

the language which is integrated with a

disciplined approach to the application of a

well-conceived methodology. Through our
experiences we have seen that an effective way to

prepare a software development organization for

the proper use of Ada is to conduct a pilot

development. Careful monitoring and tracking of

such a development will provide an organization

with valuable insight into the actions and steps

required to facilitate subsequent uses of the

language at that location.

Introduction

Ada should be viewed as a vehicle for

bringing both known and suspected beneficial

techniques to the industry of software

development. Throughout this paper, the proper

use of Ada is meant to imply the successful

incorporation into the software life cycle of

those techniques which Ada was intended to

facilitate. The author recognizes that Ada is

not required for the implementation of a new

methodology; indeed, the techniques predate the

language. However, from a typical industry point

of view, Ada represents an impetus for both a

reassessment of the current status and an

evolution to new and hopefully better software

development practices.

General E1ectric's Space Systems Division

desired to gain experience wlth the Ada life

cycle before Ada is required for the development

of large and critical systems. A pilot

development was conducted using Ada to provide

this experience. This paper has been motivated

by the results of a study to monitor this pilot

development and to ultimately recomnend metrics

which are germane to the Ada life cycle.

This papee is divided into four sections.
The first section is a brief description of the

Ada development project. Thls is followed by a

*Ada is a trademark of the United States

Depar_ent of Defense.

summary of the most interesting questions raised

by this effort. The thl_ section is the longest

and most important. It elaborates upon the set

of insights and discoveries which resulted from

our study of the development effort. The last

section covers some issues which will require

additional future study.

The Pilot Project

In 1982, General Electric's Space Systems

Division conducted a redevelopment in Ada of a

subset of an existing software system. The

system was originally written in FORTRAN. The

part which was selected for redevelopment in Ada

was able to Stand alone and included real time

processing, batch processing and data base

manipulations. Although the size of the original

FORTRAN which performed these tasks is difficult

to estimate due to the interdependence of the

system, a rough estimate would be in the range of

six thousand lines. The team whlch performed the

redevelopment in Ada was not associated with the

orlglnal development and had not been previously

exposed to any parts of the system or its

documentation. The team was comprised of a lead
programmer who had substantial experience in the

application area, a second programmer who had
exposure to a variety of application areas and
languages, a third programmer who had just

graduated from college but who had no industry

experience, and a librarian. They worked

entirely from the Part I software requirements

document wlth input from the original developers

as required to resolve ambiguities.

New requirements were derived, primarily by

the lead programmer, which were taken from the

original requirements document but which allowed

the subset to stand alone. The development

envlronment was a VAX II-780 running VMS. The

only automated software development tools used by
the team were a screen editor and the most recent

version of the NYU Ada/Ed compiler. The decision

to avoid keyword-prompting editors (which were

available) and other aids to the design and code

process was made to minimize the chance of bias

imparted to the error data which we were

collecting on this initial use of the language.

The generation of the new requirements was

interrupted for about one month to provide

training in Ada as well as an introduction to

several software development techniques. The

bulk of the training was based on short

1-19



programming examples which illustrated each of

the features of the language. The techniques

covered as an introduction to development

methodology were design and code walkthroughs,

the use of PDL, formal test plans, data

abstraction, top down design, stepwtse
refinement, and the use of a librarian.

Approximately one day was spent describing these

topics.

After about one third of the overall time

allotted to the development had elapsed, a set of

requirements was formal Iy rev iewed and

baselined. In many ways this document paralleled

the original document but it was more complete

and was written to be more comprehensible to a

programmer who had no previous experience in the

application area. The requirements received two

more updates during the remainder of the

development, each incorporating all approved

cham,ges since the last release. Most of these

changes were to make the document internally

consistent, more complete, or clearer.

After the formal requirements review, the

development effort shifted to the generation of

design documents. The work assignments were

determined by the lead programmer and the designs

were expressed in an Ada-like syntax (basically

Ada but with optional embedded English).

Although our initial goal was to have the team

use Aria as a PDL, we soon learned that such a

directive without the proper framework amounts to
a license to generate code directly from the
requirements. To avoid this, large parts of the

system were designed at a sufficiently high level

to be presented at a one or two*hour walkthrough.

After Walkthroughs had been completed on the

high-level design for each major subsystem, a

more detailed design was developed. This used

the sam_e syntax, with the optional embedded

English, but was sufficiently low-level to be

used as the input for a coding assignment. These

documents were also presented at walkthroughs. A

formal design review was conducted in October of

1982, after about two-thirds of the development

time. This review was attended by the chelf

designer of the original implementation. At this

review the results were judged reasonable and

viable. However, we were surprised to learn that

the current design quite closely paralleled the

design of the original FORTRAN implementation.

This occurred in spite of the fact that the only

information common to the two developments was

that contained in the software requirements

document. Although we were initially perplexed

about this, we have come to understand much more

about how Ada should be used as a result of this

revelation. This will be discussed in the

following section.

Coding was performed for the last three

months of the development and an attempt was made

to compile the code with the NYU compiler. Due

to the large size of the system, however, the

programming team was unsuccessful in managing to

keep more than a small part of the system in the

library at any one time. For this reason, hope

of execution of the system before the end of the

development was abandoned. The compiler was used

only to syntax-check the individual units of

code. An attempt was made to continue as though

the system were to be delivered at the end of

development but the lack of machine assistance

and feedback was clearly disappointing for the
team.

Questions Raised

The foregoing is a brief description of the

redevelopment in Aria of a modest piece of

software which was representative of the type of

work done by the Space Systems Division in the

General Electric Company. Although our initial

goals were to investigate the impact of Ada on

the software development life cycle, we

discovered, perhaps not surpri si ngl y in

retrospect, that an Ada development can take on

whatever characteristics one imposes upon it.

During the study of the development, many

questions were raised about the nature of the

cause and effect relationships which existed

during the development effort. For example, we
questioned the conventional definitions of the

phases and the expected effort per phase of a

software development. Also, we questioned what

factors were present in our development which

resulted in a conventional FORTRAN design rather

than a design which might have used Ada more

appropriately. Furthermore, we wanted to know
how to measure the dlfference between such

styles. Finally, we wanted to better understand

the meaning of the use of Ada as a PDL on an Ada

applicatlon project. These questions will be

described in more detail below followed by a

summary of the resulting insights in the third
section.

Phase Definitions

Although it is not necessarily easy to admit,

it is entirely possible that the amount of time

spent developlng the requirements document was

driven by the overall allotment of time for the

project and not necessarily for the purpose of

reaching any identifiable point in the analysis.

It is probably reasonable to assume that the time

spent developing requirements (or producing

design) was drlven by what programmers are

accustomed to rather than by the use of Ada.

Slnce thls conventional approach may not be

optimal, however, we cannot state that there Is

not a more reasonable or better division of the

overall effort required when developing an

application program in Ada.

A corresponding argument, however, is to

assert that there is no apparent reason why there

should be any difference from the conventional

breakdown of effort when developlng with Ada.

Although this may be true, we belleve that

experience with the Ada life cycle will suggest

not only spending more time in earlier phases of

a project but possibly also a revision of the

goals (deliverables and outputs) for those phases.
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Factors Influencing Design

Around the time of our design review, it

became clear that one of the major factors

driving the modularization of the design was the

modularization of the requirements document. The

requirements document was organized around three

major functional capabilities, as was the

original document for the FORTRAN implementation.

In general, these capabilities were the setup and

execution of a major batch-orlented process, the

graphical display of the results of this process,

and the monitoring of the information carried by

a real-tlme data stream. In the design chosen by

the programmers on this project, three principal

Ada packages were used, each providing a

col Iection of tel a ted subprograms and each

performing one of the major functions. In this

way, packages were used to define little more

than the software boundaries within the system

which were taken from the organization of the

requirements. Other packages were designed to

handle specific processing requirements such as a

library of math routines and a library of

plotting routines.

It was emphasized by the programming team

that this organization for the design simplified

the process of reviewing the design for

correctness and co_Dleteness since it closely

paral Ieled the redul rements document. This

simplified requirements traceability was welcomed

as a way of streamlining the design walkthroughs.

We also suspect that the background of the

programmers and the training and exposure to Ada

provided as part of this project substantially

influenced the design of the system. Although

the programming team came from diverse

applicatlon areas and had varying amounts of

experience, the language most famlliar to the

team as a whole was FORTRAN. As part of the

training provided on this project, an education

was provided in the features and semantics of the

Ada language. The elegance of the use of Ada to

solve many classical programming problems, such

as readers-writers, the dining philosophers,

elght queens, and others, was illustrated. A

sizeable (5OO-line) class assignment to construct

an interpreter for arithmetic expressions was

completed and executed with the NYU compiler.

The topics of data abstraction and virtual

machine programming were al so presented.

However, the most complicated illustration of the

use of a package to implement an abstract data

type was a pushdown stack.

Ada As Its Own PDL

As was explained, our goal was to use Ada as

a PDL for the design phase of this project. That

sounded like a good idea. We soon realized,

however, that we provided insufficient direction

to accomplish this goal. We were unprepared for

the level of understanding about the design

process that is required to implement this

outwardly simple idea. Undirected, we discovered

that the use of the programming language Ada as a

PDL was tantamount to skipping the design phase

altogether. Our minimal understanding of the

purpose of a PDL, however, told us that at least

it should be useful to express successive levels

of algorithmic abstraction.

The use of Ada as a POL was controlled by

calling for the expression of large parts of the

system in a mix of Ada and Engllsh syntax.

Embedding English within the Ada used to document

a design was found necessary to simplify the

expression of those processes or conditions which
could not be easily identified at a given point.

This allowed the system to be expressed at a high

level without unwanted detail. (Technically,

embedded English was allowed to replace any

non-terminal in the Ada grammar. This controlled

use of English simpllfied the automatic

processing of these documents since the grammar

is identical to Ada's except for the additional

production from every non-terminal which a11ows a

termlnal English string. Set brackets were used

as dellmeters of those strings to further

simplify their recognition.)

Engllsh used in thls way was for different

reasons than that used in comments. Comments

explained, illustrated, or clarified while the

Ada together with the embedded Engllsh formed the

actual design language. This approach has been

the source of considerable dlscusslon and debate

ever since It was first proposed as a solution to

the "stralght-to-code" problem. It provides some

interesting insights into what we expected of a

POL and what design strategy was being fol}owed.

This will be discussed more fully in the

following section.

Two levels of design were used wlth the

second using the same basic syntax but expanding

upon the first, and leaving only rudimentary

processing unspecified. Flnally, Ada code was

produced using this detailed design. The choice

to use two levels of design was rather

arbitrary. Our goals for the design phase were

never quantlfiable. We were only aware that

design is necessary and that _la has been

heralded by some as the ideal design medium. The
programmers found the development of the second

level of design tedious to produce and even more

tedious to review, Perhaps not surprlsingly, two

programmers later admitted to sketching out

implementations in Ada of the key aspects of the

system and only submitting design documentation

when they were satlslfled that the chosen

approach was viable. The use of the

implementation language as the design language

made the documentation produced as a result of

the design phase seem unnecessary. It was argued

that maintainers would surely look at the code,

especially if it were well styled and commented,

and avoid external design documentation which is

notoriously incorrect. We were already taking

great pains to keep the requirements document

consistent with the implemented system. Why,

therefore, was it necessary to keep three

versions of the system (requirements, design, and

code) up to date?
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During the development, the difficulties we

encountered using a PDL and the apparent conflict
between the use of Ado as a _L and our approach

to designing was puzzling. We were willing to
belteve that Ada stmply could not be used as a

PDL without extending it with English as we dtd.
Even with this extension, we seemed to be asking

programmers to work in an unnatural way. We
attended workshops and conferences to speak of
this and other problems and received substantial

empathy from fellow Aria pioneers.

;_esul tin 9 ,In, sights

Toward the end of the develoPment, answers to

several of our questions started to surface. The

answers to Why we had trouble using Aria as a POL

and Why the resulting system was structurally
very similar to the existing FORTRAN systel were
discovered to be Interrelated. The questions

about phase definitions, training, and
measurement are not yet solved but we have a

better perspective on these Issues and are

currently persuing the answers through further
research. Some speculations based on our current

feeltngs about these latter topics ape noted tn
the final section.

A Conventional Approach to PDL

As primarily FORTRAN programers, experienced

in designing with algorithmic abstraction, our
pro_raming team produced successive functional
decompositions of the requirements culminating tn
the Ado code. A PDL which supports these levels

of system description needs to be fundamentally
algorithmic, with the ability to show various
degrees of processing detail. The features of

Ada which support this are procedures, functions,
tasks, exceptions, and the control statements.

Packaging Is useful for collecting stmtlar

processing into one major module and for locating
definitions Which will be cmmon to large parts

of the system.

To use Ada in a way Which supports such a

functional design impltes the ability to insert

stubs for any processing which ts too detatled
for Inclusion in a given piece of design. Stubs
may also be required to describe certain
conditions which might exist during the
processing and Which can affect the flow of

control. Since tt was not always convenient to

select tdentl fiers which represented processing
or conditions, which would have been necessary to

compile these design documents, we allowed
descriptive English at these points, aS
previously explained. This allowed the abtltty

either to process the design or to convert tt

into correct Ada without restricting the
expressiveness of the design language.

In one sense, then, our views of the destg,

process as one of algorithmic abstraction drove
the selection of the POt syntax. The _L, tn
turn, reinforced a functional decomposition

famtliar to FORTRAN programmers. This has been
cited as a main reason that the resultlng system

was more slmllar than dissimilar to the orlglnal

FORTRAN implementation.

A_ AS ternati ve

What we failed to realize until much liter

was that there is a fundamentally different way

of decomposing a system which does not rely on

algurlthmic abstraction. Basically, thls methnd

identifies hardware objects, data structures, or

resources tn the System and isolates the

characteristics of each lnstde a module. The

system becomes a collection of these modules
which ts commended by comparatively simple main

processing steps. This style of designing has
been associated wtth greater modifiability since

a change to one of the objects or data structures

wtll be localized to one module while a change to
the top-level behavior of the system Is localized
to the commanding unit. Also, since other
systems wlll likely share some of the hardwape
objects or even the data structures, a large part
of the software could be reused tn other, related

systems.

The POL which supports this style of design,

however, ts fundamentally different than one
which supports algorithmic abstraction. This

design strategy can be directly supported wtth
the Ada package. The system becomes a collection

of Ada packages which Is c_anded by a math
procedural unit. The decisions about what to

package and at what level of detatl or
abstraction (which are opposite concepts) become
the most important ones made during destgn. The

Ada package specification ts the vehicle for

expressing these decisions. A package
specification tS separately cemptlable and a
collection of them can be checked for

consistency. Prototypes of the processing units
can be generated to verify the correctness of the

approach. This whole process produces comptlable
Ado whtch is exactly the same as a portion of the

future source code. Nevertheless, tt is design.
Here was the paradox which confused us. Wtth

thts style of designing, there Is superficially
no difference between design documentation and

portions of the Ado code. In fact, the benefits

of the use of an Ado PDL for an Ado development
may be a moot issue: POL of the nature described

here wtll automatically be developed as a system
t s decomposedr

Because of thetr ablltty to partition a

system tnto Independent units, Ado packages are
also expected to provide a mechanism to establish
libraries of reusable software components. Thts

implies a dual goal of both designing systems
wlth the expectation that parts of them will be

general enough to be reused as wel 1 as
establishing design techniques which consider the

currently available packages as components tn any

new system. Clearly, We had no concept of
designing wtth coeponents. Most of the

productivity gains theorized to be associated
with Ado are based on thts 1dee that a package
whtch Isolates a hardware object, data structurek

or resource can be written once and used many
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times. A strategy behind realizing this goal
tnvolves anticipating how to design a system such

that the components make sense individually and
independently. Ultimately, it should be possible

for a software system designer to adopt a

strategy to make use of pre-existing packages

much the same way that a hardware designer makes

use of available products and components. Dis

concept of designing fr_ components is not new.

It has recently been real ized through the

Smalltalk operating system and language of Xerox

and is COmmonly known as obJ ect-oriented

programming [I]. The mechanism with which Aria

allows programming from components Is somewhat

di fferent, but the underlying concepts are
similar.

The main conclusion to be drawn from this

description is that the nature of the design

strategy will drive the selection of the style of

any PDL used. We were predisposed to a certain

style of designing and we discovered a syntax for

a PDL to support that style. We also had certain

beliefs about why a PDL should be used and of
what help the resulting documentation should be.
For example, among the benefits of a PDL, we

cited it as a programming aid and as maintenance
documentation. When it became clear that a

maintenance doc_ent was not detailed enough to
serve as a coding assignment, we asked for a

second, more detailed level of design. Perhaps

if we had undertaken the project wtth a better

understanding of some of these issues we would

not have experienced many of these problems. @ks

a result of this project, however, it is hoped

that such understanding will be present in our
future Ada developments.

A Conventional Approach to Requirements

In addition to the foregoing explanation as
one reason that our A(la implementation looked so

much llke the original FORTRAN one, we also

suggest that the software requirements document

influenced the design chosen. The requirements

document actually contained a substantial amount

of design detail which expressed Internal aspects

of the software and not only its outward affect.

Not only was this considered typical and

acceptable, this information was used as a point

of departure for further design. Also, the
desire to be able to trace individual

requirements between the design and the
requirements document led to a fairly strict

adherence to the organization of the requirements

document during design and implementation.

Something which was not clear at the onset of

the development was the t the software

requirements document (cal Ied a Part I

specification, in this case) was intended to

convey high-level design information and
essential processing algorithms. Specifically,

the batch processing was described in one major

section of the document along with the algorithms

to be used to accomplish the computations. The

display of the results of this processing was the

topic of another major section, The FORTRAN

implementation was organized around this

subdivision, and we understand that this was the

intent of making that division in the

requirements. A more appropriate (zse of Ada to

implement these functions was more recently

described to us by two consultants from General

Electric's Corporate Research and I)evelopment.

Their view was that these two major functions

actually operated on the same underlying hardware

objects and So should be packaged together while

the specific tasks required of these objects for

this application should be separate. This
enables the reuse of the hardware-oriented

pac' Jge by keeping it sufficiently general.

AT ternati yes

There seem to be several possible solutions

tO the conflict between the conventional style of

expressing requirements and the proper use of Ada

to find a software solution. If it will be the

case in future Ada developments that the

requirements will continue to be organized in a

fashion which suits a functional description of

the system, it will be necessary either to accept

the design decisions made in these specifications

or to learn how to read the documents in a way

which separates essential features of the system

from the organization chosen to describe the

system. If the former path is chosen,

reusability, maintainability, and rel iability

will probably not improve over the current

situation and, beyond portability, there seem to

be few remaining advantages of using Ada. An

exception to this might be where the writer of

the requirements understands the impact of the

decisions conveyed by this phase and ensures that

they are compatible with a proper Ada design.

Thls means, however, that the writer of thls

documentation must have as much ability to

properly design for Ada as any other designer on

the pro_ect.

Alternatively, the requirements for Ada

developments could be written in a way which

clearly distinguishes between the external

description of the desired system, including

hardware constraints, and the internal features

of the processing, such as algorithms. It may be

the case that _Ahat is typically considered to be

the complete requirements will diminish in size

while some additional documentation will appear

which becomes an appendix to the true

re_luirements. This approach is currently being

studied by us as a result of our experience with

this redevelopment.

Toward the Future

In addition to the insights gained into the

influence of the style of the reouirements

document and the approach to system design,

general issues about training, development

milestones, and measurement became apparent

through our case study.

Perhaps the most important aspect which

contributes to the nature of a development is the
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experience and training of the individuals

Involved [2]. As noted, we provided a thorough
training in the syntax and semantics of the Ada

language. However, few useful examplas were

provided in the techniques to derive the alleged

benefits of the Ada language, such as

reusability, maintainability, and reliability.

Ada Is a sufficiently general language to be used

in almost any fashion wlth whlch a programmer

feels comfortable. Thls may be a detriment In

that business as usual is obviously not

acceptable to our software industry. Ada and the

associated STARS effort have been sponsored by

the DoD to improve upon the status quo.

Therefore, our training wlll need to include the

correct use of Ada and not just facility with it,

a distinction which is only subtle on the surface.

In retrospect, we observe that, although it
would have taken considerable preparation and
cl ass time to Ill ustrate more complex and

realistic examples, without such examples we

could not expect a successful transfer of the

principles of programming with packages. The

extrapolation of these principles from academic

examples into actual complex examples simply

cannot be perfomed in a vacuum.

Clearly, this type of training cannot be

designed in a short time. There is currently

insufficient experience in the use of the

Ianguage to design l;he optimal course.

Nevertheless, several key principles to software

development are now known (such as organlzlng

around objects, data structures, and resources)

which are language-lndependent and can serve as a

beginning. It is interesting to note that one of

the foremost examples of the use of these

preferred principles of software development, the

A-7E Operational Flight Program which is being

redeveloped by Kathryn Henlnger Brltton, David

Parnas, and others at the Naval Research

Laboratory, is being implemented in assembly
language [3"].

A Shift In the Conventional Milestones

Earlier It was asserted that a change in the

manner of estimating the life cycle phases for

Ada will have to evolve. For example, we have

noticed that a proper design strategy can result

fn measureable progress toward what is commonly

considered code development. Further, the use of

reusable components will drastically reduce the

code development to only the driver modules and

any new modules required. When reusable modules

can be automatically verified against a set of

assertions upon which the rest of the system

relies, testing effort will also be reduced.

Finally, at the other end of the life cycle, we

believe that the establ i shment of precise

requirements before proceeding to design will be

particularly important as the later phases become

more automated. Notice this does not require

that the requirements cannot change; designing

for anticipated change is one of the single most
important concepts in design [3]. Nevertheless,

the abillty to evolve the requirements for a

system as the feasibil ity of various

implementation strategies is investigated will

probably be absent from future developments.

What this means is that the general shift of

effort from implementation phases into the

earlier phases of requirements and design, which

has been observed over the hi story of software

development methodology, wi Il continue. To

compensate for this in terms of milestone

planning and deliverables, new milestones will

probably have to be inserted into the

requirements and design phases. Without such

visibility into a development, a customer is not

likely to authorize, say, half of the allotted

funds for the development of the requirements
when conventional wisdo_ indicates this should

take only ten to twenty percent of a project's

resources [4]. If, however, case studies and

pilot projects can demonstrate the value of such

an approach, we may _oon see half or more of the

time for a development being absorbed by what we

now know as the s_ngle phase of requirements

definition, with perhaps a third of the time

being allotted to design. The actual

implementation and test may be quite fast, since

the proper division of work assignments may make

it possible to employ many additional individuals

for these phases.

Comparative Measurement

In was mentioned in the second section that

we wanted to know how to measure the difference

between the products of a conventlonally-styled

development and one which uses Ada more

appropriately. Unfortunately, this becomes a

chicken-and-egg paradox where we do not know how
tO measure the difference until we can define it

better but it is difficult to define the

difference without tangible measures. What is

required are measures which directly reflect the

di stance from each proposed goal of the

methodology. For example, if one desires to

measure the independence of modules of a system,

variations of the ideas of cohesion and coupling

[5] or segment-global usage pairs [6] might be

reveal Ing. However, direct measures of the

reusability or modifiability of a module might be

quite hard to develop. We are currently in the

process of identifying that which we believe

makes sense to measure and compare among Ada

developments. The Identification of actual

metrics is yet a subsequent step.

Summary_

It is felt that the experience gained through

the study of a pilot Ada development is quite

worth the expense. Our goal is to attempt to

develop a consistent and integrated approach to

software development with Ada. We feel that the

insights to accumplish this only come through

trial experiences such as the one described in

this paper. In lieu of organizing a complete

laboratory-style development such as the one

described here, it _uld be reasonable to expect
that the same benefits could be derived from the

careful examination of "live" Ada developments.

A software development organization could take

1-24



advantageof internal softwaredevelopmentsor

developments of a less critical nature to develop

insights into the impact of Ada on the software

llfe cycle within that environment. Only given

those insights can an organization develop a

strategy for an effective transition to the

proper use of Ada.
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business. The Electronics

Industries Association has fore-

cast that the DOD Embedded Com-

puter market will reach $38 Bil-

lion by the end of the decade -

almost an order of magnitude
increase over the 1980 level.

As depicted in Figure i, the

overwhelming contributor to this
increase is software. Zt is

almost impossible to imagine how

DOD and Industry will manage a

$32 Billion software investment.

Historical software management

techniques are woefully inade-

quate to this monumental task.

This is aptly evidenced by GAO's

1979 summary of the management

Software M&n_ement in the 70'8

"Software Development C_n_m_W Made by IF_lerul A4_mof4m

Have Experienced DramsU© _ and Time Overruns, UNr

DJelmtfelscUon, and 8omJUmo8, the ContrJLct- Resulted in

Software that Never Worked, in Spite of the Jextrs Time Mmd

Money Spent by Ai_nay Progrmmmers A/ler the Contrack)r
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Figure 2.

situation shown in Figure 2.

The projection of exponential

software investment growth cou-

pled with a demonstrated inabil-

ity to control the development

process imposes the critical

management challenge for the
80's.

In 1980, the C(3)I commun-

ity appraised the software

acquisition environment and
arrived at the set of conclu-

sions presented in Figure 3.

Several of the key problem areas

focus directly on software

development management. In par-

ticular, lack of good management

practices, software uniqueness,

cost estimating, productivity

tools, and procurement policies
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are all entwined in the manage-

ment dilemma. Numerous initia-

tives, within both DOD and

Causes of C3I Software Development.,

Problems*/
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Industry, have been undertaken

in response to the challenge of

extricating ourselves from the

software management tar pits.

One such initiative was under-

taken in the late 70's in the

Defense Systems Division of

Hughes Aircraft's Space and Com-

munications Group. The balance

of this discussion concentrates

on initiative specifics, their

application to a major develop-

ment activity, and the lessons

learned from several years of

real-world struggle.

The development milieu

(Figure 4) was a major, state-

of-the-art upgrade of an opera-

tional C(3)I System. Over a

several year period, processing

capacity was increased 10-fold.

In excess of 2 million (source)

lines of operational software

were delivered, which more than

doubled the installed base.

Technically, this upgrade

covered the software spectrum -

operating systems, multicomputer

networking, graphic and

alphanumeric displays,

interactive and real-time appli-

cations, as well as support and

maintenance tools. It involved

numerous contractual actions,

multiple associate contractors,

and both integrator and

developer roles. In short, it

had all the typical precursors

for disaster.

Development Milieu -_.-,,
COMPLEX _ ON-GOING

IN fl

/ Ol_phio \ MULTIPLE
STATE-OF- [ and AIN I ASSOCIATE

THE+ART _-phs_/// CONTRACTOR8

Figure 4.
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8oftwamo ) _ and Premature

Figure 5.

From the outset, many of

the risk factors inherent in the

program were recognized. A con-

certed up-front effort was ini-

tiated by both customer and
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contractor management to address
and abate the risks illustrated
in Figure 5. The essence of the
development methodology, which
emerged after considerable
engineering and intensive
customer/contractor negotiation,
was embodied in the Data Pro-
cessing Management Manual (DPMM)
which was formally issued by the
Air Force. This Baseline
Management approach, summarized

- DPMM Methodology Overview

Figure 6.

in Figure 6, embraced the entire

software life cycle. It identi-

fied the various customer and

contractor roles and associated

responsibilities. Formal

manaqement plans and development

standards and practices were

mandated. Rigorous requirements

analysis and traceability,

independent testing responsibil-

ity, and formal baseline confi-

guration control were integrated

to foster end-to-end discipline.

The heart of the DPMM is a

four-phase data processing life

cycle (Figure 7): Requirements

Definition, Development, Transi-

tion, and Operations. Each

phase contains one or more major

activities. Data Processing

Configuration Items (CI's) -

aggregates of hardware and/or

software - are identified,

specified, developed, tested,

and eventually accepted into the

operational inventory in an ord-

erly and controlled manner.

Embedded in this life cycle are

a series of configuration

management baselines, associated

with the transitions between the

major activities. Reviews

and/or audits of each baseline

(documentation and/or products),

conducted at the end of each

activity, verify that all pre-

cursors for the succeeding

activity have been satisfac-

tori ly completed.

I

DP_ Lifo C¥ole Model i'--,,1

-- m-,-"

J_ tep_. _ ua,w.O_ e. g_mde_

! !

Figure 7.

Management roles and

responsibilities are fully

integrated with the technical

aspects of the life cycle. On

the customer side, product

responsibility was vested in the

development customer until a

product was formally accepted

into operations (FQR). Testing

responsibility transferred from

the development customer to the

operational customer at the

start of the Transition phase,

which marks the boundary between

specification-oriented testing
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and operations-oriented testing.
Each customer component was sup-
ported by a separate integrating
contractor. The system integra-
tor, in support of the develop-
ment side of the customer, had
responsibility for interface
engineering among the various
development contractors and for
the overall technical integrity
of the entire upgrade - at the
segment or A specification level
- until products were actually
integerated into operations. In
several instances, the system
integrator actually performed
the Integrate activity (with
developer support). The site or
operational integrator, in sup-
port of the operational side of
the customer, was responsible
for conducting the Transition
phase - bringing products to a
state of full operational readi-
ness. Various associate
development contractors had
specific product responsibili-
ties for elements of the func-
tional baseline (established at

SRR) until formal selloff (via

DD250) at either the product or

integrated baseline (as deter-

mined by technical complexity

and risk).

Recognizing that, over the

course of a multi-year develop-

ment, neither the development

baseline nor the operational

baseline could remain frozen, a

formal configuration management

process (Figure 8) was insti-

tuted as part of the DPMM metho-

dology. Two configuration con-

trol boards (CCB's), one for

development related changes and

one for changes to the ongoing

operational environment, were

constituted. Each CCB, chaired

by an appropriate customer

representative, had responsibil-

ity for its specific sphere.

The System and Site integrators,

as members of both boards,

effected the coordination to

ensure that impacts were fully

identified across both opera-

tions and developments. Change

requests that could not be

dispositioned through inter-CCB

coordination were referred to a

separate Ground Segment Confi-

guration Policy Board, comprised

of representatives of both sides

of the customer and both

integrators, for ultimate dispo-

sition.

Configuration Management Concept
I

---_t Policy Board I _' 'l [

--4 F...... ''
Unresolved DIr_Uon Unrosolved
Impacts [ | Impacts

_JL J _JL
I o.ra°oo. Acq.,.o°/
I cc, ....... cc, |

"I _ Di_Uon DtreeUon _ f"

All 1ORs All ICRs

Against Operations Developers Against

lnstAIlod Development

8¥stsm .u_.ts Baselines

Figure 8.

A major key to the success

of the overall DPMM methodology

was the establishment of a

phased approach to procurement

as illustrated in Figure 9.

Segment-level requirements

engineering for the entire

upgrade led to the definition of

a complete functinal baseline.

This baseline, validated at the

System Requirements Review

(SRR), was further refined by a

time-phased series of System

Design Reviews (SDR's) which

authenticated specific elements

of the allocated baseline. The

system architecture was refined

from the inside outward. The

kernel resource environment,
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consisting of computers, operat-

ing systems• networking and

display support capabilities•
was the first element of the

allocated baseline solidified.

The Mission support layer, plan-

ning and vehicle support

software capabilities, was soli-

difed next, based on the defined
resource environment. The outer

layer of payload applications

was built upon a well-defined

support base. End item develop-
ments were initiated in time

phases to ensure that key

development dependencies were
satisfied. The resource

environment, for example, was

basically completed to support
initiation of the Construct

activity for the next product

layer. As end items were com-

pleted, they were transitioned

and placed into actual opera-

tions. This not only minimized

impacts to ongoing operations,

but also enhanced product matu-

rity and stability.

Phased Procurement Model ..o.,,

end Item | | ' I _"

,o..
[ End Itom ' , • i _ _, •

[IDovolopmonto Tn'anaJitlonl O&M

...,.o°

Peylosd Appll4p#,U_ m

from generic, A-level specifica-

tions, through end item (BO/BI)

specifications to specific CI

(B2/B5) specifications in a
hierarchical structure.

Requirements definition cul-

minated with a rigorous design-

to-cost, or more truthfully a

specify-to-cost, activity.

Requirement sets were evaluated

in light of budgetary con-

straints and specifications were

tailored to be compatible with

customer provided funding pro-

files. Contractual steps were

paced by requirement evolution
so that a firm validated

requirement base was established

prior to initiating actual

development. In this way, the

actual scope of the development

efforts could be more accurately
- assessed before committment to

contractual strictures.

i......_,.,.....,i Jensen Life Cycle

llllllwall I_
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Developmmt
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Figure I0.

Figure 9.

Not only were end item pro-

curements phased over time• most

end item developments were pro-

cured in a multi-step fashion.

Requirements definition evolved

Since the requirement base

was fairly well-defined at the

start of the real development

activity, it was possible to

employ software cost/schedule

estimating modeling with a high

degree of success. The Jensen

model, depicted in Figure i0,

was developed at Hughes as a
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refinement of Putnam's Rayleigh

curve model of the software

development activity. It is a

relatively accurate model of the

period from System Design Review

through Formal Qualification

Test. The development time and

cost are modeled as a function

of software size and complexity

and the development environment

and tool availability. The

intuitive basis of the model is

that development cost and time

grow with increasing software

complexity and size and are

strongly influenced by the
environment - defined in terms

of development methodology and

tools - in which the development

occurs. Use of the model

requires estimation of software

size and complexity (usually on

a CI by CI basis) and character-

ization of the development

environment based on both his-

torical performance and antici-

pated changes in methodology and

tools. A feasible development

region, in the cost-time domain,

is defined in terms of a com-

plexity constraint (based on

type of software), a produc-

tivity constraint (based on both

size and development environ-

ment), and a time constraint

(usually arbitrarily specified).

Any point in this region can be

selected as the basis for the

development plan - which defines

effort over time. Figure II

provides definitions of the

various model parameters with

the input parameters

highlighted. Development size

(delivered source instructions)

is an obvious parameter. The

difficulty or complexity parame-

ter spans the spectrum from high

logical complexity microcode

with critical interfaces and

control logic to simple stand-
alone straightline software with

minimal interfaces and simple

input/output. The technology

constant measures the

developer's production technol-

ogy - the ability to implement

the pro3ect. It includes fac-

tors such as availability of

computing resources, organiza-

tion strategies, development

tools, personnel capability,

experience and familiarity with

the development environment.

The model input parameters can

be treated as independent random

variables, rather

estimates, and used

quantitative risk

Feedback of actual

into the model

parameter refinement

than point

to support

analyses.

performance

facilitates

and, more

importantly, provides a rigorous

data base for downstream manage-

ment decision making.
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Figure II.

A structured approach to

the allocation and verification

of requirements, as depicted in

Figure 12, underlay the develop-

ment process. Allocation pro-

ceeded via stepwise refinement

from generalities to specifics.

Requirements were documented in

a hierarchal set of specifica-

tions with complete inter-

specifiction traceability.
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Identification of verification

methods and test assignment was

coincident with the allocation

process. Actual verification

proceeded via incremental

buildup from specific CI-level

testing to general segment-level

testing. This incremental

approach to integration, shown

in Figure 13, allowed verifica-

tion of more complex capabili-
ties to be conducted on a base

of previously verified com-

ponents.

Requirements Allocation and ""°"" t
Verification !

RmquirQmontm Allocation

/ \b...-.,
Spuifioa

: : : : : : : : :

Buildup

GonomliUoa

_ Requirements Voritlostlon ......

Figure 12.

Incremental Integration Model

I-

Figure 13.

Hughes had responsibility

for overall system integration

as well as for a major portion

of the actual development end

items. The organizational
structure in which these activi-

Organizational Structure

i
I

HU6HE$

Figure 14.

ties were accomplished is shown

in Figure 14. A separate Data

Processing Program Office was

chartered with overall manage-

ment responsibility. The system

integrator and development roles

were assigned to different

managers within the Program

Office to maintain integrator

integrity. The integrator role

had responsibility for all A-

level specifications and associ-

ated reviews along with overall

system engineering. A separate

Development Project Manager was

identified with each major set

of end items. The Project
Managers interfaced with the

Data Processing Laboratories,

which actually performed the

developments, through Responsi-

ble Engineers, consistent with

an overall matrix management

approach. The DP Labs were

organized into Engineering,

Development, and Test depart-

ments. The separation of test

at an equal level with
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engineering and development

ensured an independent approach

and objectivity in the test pro-

gram. Responsibilities for the

various baseline documentation

products and reviews were

delegated to the various func-

tional departments. Project

teams, spanning the various

organizational entities, carried

each project from beginning to

end.

Development Environment

Dl.plsy

- Ouppon .----I . i ..,'1_1 Ico_p..,. I,

HUGKI[S • I" • - _ ' _ --

computers, and the display sup-

port computers - which provided

a distributed graphics capabil-

ity - were all interconnected

via a high speed multidrop data

bus which allowed great data

transfer flexibility. This con-

figuration not only fostered

high development productivity,

but provided a robust test bed

for multi-computer test and

Development Tooll HUGHE|

• Interactive Text F,ditor

• Source Code Control 8yetem

• Structured FORTRAN Precompiler

• Variable DemortptJon Program

• Proceseing Logic Tree PlotUng Byetem

Figure 15.

The physical development

environment (Fixture 15) played a

major role in development pro-

ductivity. The heart of the

development environment was

Programmer's Workbench (PWB), a

UNiX-based system of development

tools. Source code and documen-

tation were entered and main-

tained via alphanumeric termi-

nals distributed throughout the

development area. These termi-

nals, connected via a Port con-

tention unit, could accessnot

only PWB, but any of the host

and display support computers in

the development computer center

- allowing a programmer to enter

code, compile, execute and

review output from a single

location. PWB, the various host

Figure 16.

integration activities. Key

development tools are identified

in Figure 16. They include a

full screen text editor, a

source library maintenance and

configuration control system, a

structured FORTRAN precompiler,

a package for maintaining inter-

nal CI interfaces (calling

sequences and common blocks),

and plotting system for Process-

ing Logic Trees - a form of

structured flowchart.

A disciplined approach to

library maintenance and control

was greatly facilitated using

the tools and capabilities in

the development environment.

Figure 17 summarizes the major

components of the library

maintenance system. Program-

mers, using their local
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terminals, could access working

files, make changes, temporarily

merge changes with controlled

library elements, and then

transfer the resulting program

files to the appropriate host

for compilation and execution.

Upon checkout completion, pro-

grammers transfer code changes

(deltas) to proposed change

files for access by the
librarian. The librarian

transfers proposed changes to

review files for approval prior

to incorporation in the con-

trolled library. Library
maintenance via delta files

allowed complete flexibility and

easy recreation of prior ver-
sions. Source libraries were

maintained on PWB while object
libraries were maintained on the

hosts using PWB. Coupling the

power of PWB with a powerful

distributed resource pool

resulted in a responsive and

flexible develoment environment

significantly enhancing overall

productivity.

Contrt) i
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Approval
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Figure 17.

The inability to quantify

programming progress has often
been cited as a reason for

failure of software development

management. Granting that

software intangibility renders

direct inspection of progress

impractical, a well-disciplined

methodology nevertheless pro-

vides numerous progress meas-

ures. Startng at CDR, the clas-

sical programming dark period,

there are several parameters
suitable for a "rate chart" form

of progress monitoring. The

prime requisite for an accept-

able progress measure is an

objective rather than subjective

criterion for completion. For

example, number of routines

coded is open to rather wide

latitude in programmer interpre-
tation. Whereas the number of

routines on the controlled

library, coupled with a discip-

lined library procedure, pro-
vides a reliable and effective

measure of progress. In our

environment, routine size was

HU6HI6 Typical Development
Progress Report

lliO

Ub rat7 .. 1"00
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Figure 18.

typically between 50 and I00
lines of source code. Function-

ally related routines were

grouped into units. For each

unit written checkout plans and

acceptance criteria were

prepared. Progress through
checkout was monitored via

counting the number of
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Preliminary Qualification Tests
(PQT's) completed - all 8ccep-

tance criteria satisfied. Rate

charts, as typified by Figure

18, reviewed on a weekly basis,

gave reliable and straightfor-

ward progress measurements.
Statistics maintained on PWB

made generation of these charts

essentially automatic. Similar

techniques were used during for-

mal testing. In that activity,

the number of specification

requirements validated and the

number of problem reports writ-

ten and dispositioned were the

operative parameters.

Quantification of progress
in measurable "work units" is a

natural precursor to effective

management in an earned value

domain. As shown in Figure 19,

work packages, defined in terms

of measurable parameters and

costs over time, are aggregated

to portray overall project
status in terms of dollars.

This allows complete assessment

of project status from beginning

to end in consistent management-
oriented terms.

Earned Value Assessment "_"'"_
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Figure 19.

Before recapping the

software development management

approaches and critiquing their

overall effectiveness, some

thoughts about the hardware side

of software development are

appropriate. As summarized in

Figure 20, there are several key

hardware points that can make or

break a software development

activity. A stable, predictable
hardware environment is an abso-

lute necessity for successful

software development. Without

it, problem diagnosis is

exponentially more complex and

the inevitable finger-pointing

slows progress to a crawl. Not

only should concurrent hardware

and software development be

avoided but the natural tendency

to upgrade in the middle of

development to the latest

greatest wizzbang widget the

vendor is pushing is fraught

with pitfalls. Especially crit-
ical is the need for hardware-

specific support software. A

box full of silicon chips is a

distinct liability to the

development process without the

associated diagnostics, execu-
tives and interface software.

Considering the relative costs

of hardware and software, it is

unbelievable that so many pro-

jects flounder into massive cost

and schedule overruns by trying

to cram ten pounds of software

into five pounds of hardware.

Software seems to inevitably

grow in size over the develop-

ment cycle. The added complex-

ity and pain of overlaying and

tailoring code for minimal size

is rarely worth the effort for

ground-based systems where deli-

berate oversizing of hardware is

an inexpensive and very effec-

tive technique.
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In summary, five years ago

Hughes undertook deliberate

action to define and apply a

software development methodology

that addressed the major fail-

ings of the then current

software development process.

Now, at nearly the completion of

a major upgrade to an ongoing

C(3)I operation, one can begin

to assess the effectivity of the

methodology employed. The

development spectrum to which

this methodology was applied was

wide - many classes of software

were developed. There were many
successes and a few painfully

outstanding failures. The
overall bottom line is shown in

Figure 21. The successful

integration of approximately 2

million source lines is nearly

complete. Cost overrun was held

to under 30_ and 85_ of major
schedule milestones were

achieved within 2 months of the

agreed to schedule dates. While

by no means an outstanding suc-

cess, the methodology, coupled

with a dedicated and talented

staff, lots of hard work, and

more than a little luck,

resulted in very respectable

performance.

From today's vantage point,
one can reflect over the various

constituents of the methodology

and summarize the major lessons

learned both - positive and

negative. Some things worked

well and some were disappoint-

ing. Figure 22 highlights the

major positive lessons - things
which will be carried forward to

future development activities.

Baseline management really
works. One can channel and con-

trol the development process

through well-defined documenta-

tion and a series of thorough

reviews and audits. A phased

approach to procurement is the

best risk reduction technique.

A comprehensive bilateral under-

standing between contractor and

customer of the requirements

before tieing the process in

contractual red tape eliminates

many nasty surprises for both

sides. Especially when coupled
with an effective method of

cost/schedule estimation. A

friendly development environment

makes happy and productive pro-

grammers. A robust programmer's

tool kit and adequate
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development resources are a

major contributor to success.

Development progress can be
measured - rate charts are

extremely effective - and moni-

tored in management terms via an

earned value approach.

: HUGHES

Positive Lessons

• ,4-, _ "_.

Figure 22.

On the other hand,

were characteristics

methodology that proved
less

pated.
these

which

future

formal

Formal

there

of the

to be

successful than antici-

Figure 23 highlights

negative lessons - things
will be modified for

developments. Excessive
control wastes effort•

customer concurrence and

change control on a huge volume
of documentation often added

significant delays to the

development process. Careful

assessment and tailoring of
which documents are critical

enough to warrent specific cus-
tomer involvement would go a

long way toward reducing the

paperwork log jam. The overly
structured transitions between

development activities

discouraged code development

prior to CDR and thus tended to

limit prototyping - resulting in
more than a few "oopses" long

after CDR. Provisions for pro-

totyping must be included in the
formal baseline management

approach to encourage use of

this valuable technique. While

independent test was a decided

technical asset, the organiza-

tional separation of test turned

out to be noticeably expensive.

Training of test engineers was

notably underestimated and many
disconnects occurred between

test and engineering as to the

intent of requirements. Both
these drawbacks could be elim-

inated by combining requirements

and test engineering while still

providing organizational separa-

tion from development. CDR tim-

ing is most critical - too early
and its a waste - too late and

its expensive. Occassionally,
the shear bulk of documentation

overwhelmed the review procezs

and camouflaged design deficien-

cies. A series of working

design walkthroughs with

knowledgeable reviewers, as

opposed to a formal dog-and-pony

show, would seem to ameliorate

this situation. Finally,
software documentation must be

useful. Software documentation

is already huge and producing

unnecessary paper is simply rid-

iculous. For example, the
detailed build-to documentation

for CDR (draft C5 Specification)

is necessary for a comprehensive

review of the detailed design.

Delivery of this plethora of

detail, which must be kept

current, with the actual product
at selloff has turned out to be

wasteful overkill. Given struc-

tured well-commented program

listings and overall architec-

ture and structure charts, the

maintenance programmers ignore
the vast bulk of the as-built

documentation. Again, the

proper balance must be struck to

ensure necessity and sufficiency
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of delivered documentation.

Lesoons Le&rned -- ""°'"

Figure 23.

J Software Development

C&n be Man&ged
--_o,t _ad r ,

I _B.,..,. /" P"__". ._(Inllt L_

l/ti
I I I---'_I ____N_,,-_ ".l// Ill °'__ _-_. -.,

Figure 24.

To recapitulate, the Hughes

experience has shown that a

great deal can be done to pro-

vide effective management of the

software development process.

Proven methodologies and tech-

niques are available. While a

great deal of progress is

required before software

development management reaches

the maturity commonly associated

with hardware development, a

great deal has been accom-

plished. The poor software pro-

gram manager (Figure 24) is no

longer a lonely figure tilting

at the development windmill.

There is help. A well thought-

out and disciplined approach is

the key.
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A Decade of Software Engineering
Problems and Solutions

A Case History: MPD 1972-1982

F_Mward H. Reese, Jr.

General Electric

To borrow from Charles Dickens in the

opening of "A Tale of Two Cities": "It was the
best of times, it was the worst of times...!".

It was the best of times because it represent-

ed the largest opportunity the General Electric
Space Division ever had to put into place a

software engineering effort.
A small nucleus of engineers, with a back-

ground of command and control experience,

spacecraft avionics, simulation, and analytical
programming, were brought together in sup-

port of a number of related studies, which
would lead to a large command and control

system.
Recent experience on the ill-fated Manned

Orbital Laboratory Program, as well as some
attempts at software engineering in support of
General Electric commercial ventures, con-

vinced us of the need for engineering disci-

pline in the development of software--but not

necessarily of the need for new development
tools and techniques.

Customer climate at this time was also ap-

propriate for establishing a more disciplined
approach to the development of computer
programs. This, perhaps more than any other

single factor, led to whatever success was
gained. Because it was as true then, as it is now
and always will be, that the sale of an idea re-

quires an enlightened customer!
Two major aspects were brought together in

our then-current related study efforts: first, a

very large software development activity was
looming on the horizon--as the command and
control concepts were merged with significant

scientific computational elements and large
simulation activities: and second, as this new

system concept was being developed, it was
decided that a unique focus on software was

needed. The focus was correct, but the unique-

ness later turned out to be both inappropriate
and distracting to the overall system engineer-

ing of the resulting projects.
It was the worst of times, because the tech-

niques available to perform an effective soft-
ware engineering activity did not match the
need, or the zeal, for software engineering.

Furthermore, the size of the activity was

such that many of the concepts of discipline
for configuration management and documen-
tation were to be stretched. Merely scaling up

the concepts available would not handle the

problem.
It was also the worst of times because, while

many were enlightened, not all were enthusias-

tic recipients of the cult of software--with its
own vernacular and obscure products.

This lack of acceptance was frequently exa-

cerbated by little things like the corruption of

perfectly good English language--words to
mean apparently anything the software engi-
neering community wanted them to mean !

For example: words like "activity",

"event", and "process" were taken out of
circulation as generic descriptions, and given

very specific meaning, much to the consterna-
tion and confusion of many. New terminology,

with imprecise definition such as real-time
and off-line, merely fueled the fire of discon-
tent in many, and in particular, the program
management cadre. Many of these self-
inflicted wounds, while appearing trivial,
made it difficult for those committed to con-

vincing the immediate world that software was
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a mature scientific product, worthy of the sig-
nificant dollar investment being made. espe-

cially when things were not going well in the
development process.

The early years of this case history were

filled with both progress and frustration--in
just about equal doses--shades of the age of

wisdom, and the age of foolishness !

The wisest thing that was done was the ap-
plication of a baseline management approach
to the software development process.

This was not the first attempt to employ

these concepts, but it was probably the most
rigorous application of the methodology that
we had experienced up to that time.

Many of the team members had participated
with the Air Force, and with Aerospace

Corporation, in the application of these

techniques--on precursor command and con-
trol developments, including the MOL

Program, as I have mentioned before;
however, most of the time had been spent

generating the foundation of the concepts, and
much less in actually employing the prescribed
disciplines.

This time the emphasis had shifted. Shifted
to performance against the standards rather

than inordinate bureaucratic arguments bv
working groups, discussing the roles and re-

sponsibilities of the various participants, i.e.,
contractor, government, advisor, integrator,

etc., in accomplishing a baseline activity. The
emphasis could now be focused on
performance, because, under customer

direction, a set of "software implementation
directives" were put in place and compliance

was made mandatory from the outset--as op-
posed to trying to develop these concurrent
with the development. The foundation of
these directives was the earlier initiatives: and

quite clearly, if it were not for the significant
body of work done for MOL and other projects
run out of the AFSCF. the task would not have

been carried out. I would be lying if I said that

all of the bickering over the form of
documentation, and the criteria for successful

completion of baselines like a PDR. were all
behind us in 1972. What was behind us. was
the establishment of a clear authority for

determining the form and criteria issues.
What was present, were people who were will-
ing to make decisions, and to make them stick.

In short, we had discipline and background.
_at we did not have was a shortage of prob-

lems to test the process. Figure 1 shows a brief

summary of the class of problems that we had
to deal with. which also made this time the
worst of times.

As I proceed. I will attempt to share with
you a few examples of these problems, how we
dealt with them at that time, what, if

anything, we learned from the experience, and
how we deal with it today.

But, before we go into the problems, let's

take a look at the baseline development meth-
odology that was put into place.

I'm sure that, by now, you are all familiar

with this methodology. Either your company

or your agency employs these techniques in de-
veloping software, or you have read about it in
the literature.

The most remarkable thing about this pro-
cess is that it is not very different from the

techniques, employed for years, in the devel-

opment of hardware systems.. The biggest

hurdle back then was convincing management
that software was not a black art. and also, con-

vincing the artisans that what they were
producing needed to be managed. As I said at
the outset, some of us were believers--not all
ofus !

In Figure 2 I show the baseline management
approach employed by the GE Space Division
today; it is only a slightly modified version of

the process developed in the late 60's and em-

ployed on the projects with which I was per-
sonallv associated. These techniques were also
employed on the DSCS III ground software de-

I! I II II
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velopment inthe late1070"s.and iti_no acci-

dent that we adopted this as the ['mmdation for
our division standard for software

development.
The remainder of this discussion will be

loosely coupled to the chronology of the devel-

opment process model.

Systems Analysis

Coneept Development

Requirements Analysis

The baseline development process
acknowledges, in concept, the timely and
orderly development of requirements: the lit-

erature is futl of data relating to the price one
must pay for not finding errors early in the de-

velopment cycle. Poor requirements equate to
errors. Figure 3 is intended to remind you of

the shape of the curve which characterizes the

relative expense of finding problems at various
stages. The figure is also annotated with the
general causes of errors introduced at various

states of development. A problem that existed
at the start of this case history, and is unfortu-

nately still with us, is the failure to recognize

the impact of what I call late developing
requirements. These are the open requirement

areas that are allowed to persist, because of the

belief that there will be plenty of time to in-
corporate these new modes of operation later:
"Aher all, how hard can it be when you are al-

ready doing something like that...it;s not like

you're bending metal, you know !"
These are not fuzzy'requirements: these are

requirements that are deferred under the false

premise that it does not matter..kll of this
comes from a lack of sensitivity to the software

developer's needs.._ ! have shown in Figure

4, the programmer usually has different senti-
ments about open requirement than does the
requirements setter, because it is exactly as
though you were bending metal! The flexibil-

ity to deal with changcs that come about
tl_rough the application of good structured

d,'sign practices, such as modularity, cannot
overcome the difficulties _'hich en_ue from

not specifying all of the major mode_ of opera-

tion required to achieve total _vstem operation
at the same time. In the case that I'm talking
about, the requirements associated with ini-

tializing the system, and those associated with
dealing with rontingencies, were the project

open areas. They remained undefined until
well into the de{ailed design of the nominal

performance processes. These requirements

were of such significance that they disrupted
the design progress of approximately 50% of
the previously accomplished design effort! It

was not only that it was pervasive, but also
that it was not clearly appreciated that the

newly defined requirements were going to be
difficult to incorporate. In fact. it was so

poorly understood, that meeting after meeting
was held to explain not just how difficult it
was, but why it ,_'as so difficult. Clearly. if we

had been building a means of transportation to

go between fixed points in a straight line. and
had designed a cable ear as a solution, only to
find out later that the open requirements were
such that contingency handling demanded a

self-contained power plant, and furthermore

required maneuverability characteristics, no
one would have doubt_l the difficuhv of

adapting the on-going design to the new
requirements.

The solution to this problem is partly one of
educating requirement setters into the com-
plexity of software interfaces, and into the

labor intensive nature of programming: but it
also requires that the developers have a strong

capability within their own organization. In

our organization, system engineers are
charged with the responsibility of assuring
that requirements are both comprehensive and

timely. They are specificall) charged with
assuring that there are no major open items

when s,e arrive at PDR. This requires that

they develop candidate requirement slatements

1-43



and impact explanations, to bring to the atten-

tion of the requirement setters the full impli-

cations of the open requirements. This aggres-
sive pursuit of requirements is the best safe-

guard you have to avoid what Melier Page-
Jones, in his book "A Preliminary Guide to
Structured Design", characterized as:

"...Trying to arrive at an unknown
destination, in the dark, without a map!"

To accomplish requirements development,
that is, to assure requirements are consistent

and complete, also requires a disciplined
methodology. In the early 1970's, the meth-

odology we employed was a manual approach

to requirements allocation and traceability. As
depicted in Figure 5, this process consisted of
physically extending the driving document;

by that I mean that the System Segment in
question, Segment specification, and all of its

interface specifications with other Segments in
the System being developed, were physically
appended with data to describe the interpreta-

tion of the requirement. The data prodded a
definition of how this requirement was to be
handled by the various end items into which

the segment design had been partitioned. On
the surface, this appeared to be a reasonable

and rigorous approach to assuring that all re-
quirements were being addressed, and that
they were being allocated to deliverable end

items of software, hardware and personnel.
The problems, however, were manifold, and
all related to the scale of the effort both in

terms of the source requirements and the reci-
pient end items. All of this was further com-

pounded by the dynamics of the requirements
development process. It would have been nice

if the requirements all matured at the same

time, hut that can never happen. Even if the
open area situation that I discussed earlier had

never happened, the requirements develop-
ment activity would still be one that matured
as a function of time.

You can well imagine the physical logistic
problems of maintaining the paper monstrosity

which evolves from the methodology
described. ,Mad this does not even begin to ad-
dress the requirements for downward tracea-

bility to the verification documentation, nor
the backward traceability from the end item
functional and verification documents to the

driving requirements to assure that the entire

process promises closure. Those too were ac-

complished in a similar manual process. The
process, of necessity, could only he accom-
plished as a "snapshot in time" of the baseline,

and was out of date the day it was produced. It

did however serve the purpose.
You have to keep in mind, that in the time

frame that I am referring to, we had no

automated tools available, not even word pro-
ceasing support. The inefficiency of the pro-
tess has motivated us, over the decade, to in-

vestigate all of the requirement development

tools which have come along, for example,
PSL/PSA and SREM; but, to date, we have
found that the most effective mechanism for

documentation and control of the requirements

traceability problem, which allows us to cope
with both the dynamics and the extensive

upward and downward traceability needs, is

the "Data Dictionary" approach (see Figure 6).
The dictionary is created with linkages from

the driving requirement, through the segment
design specification, through the end item

functional specification, through the end item

verification plans, procedures and reports.
The appropriate records are updated as
required. The data base management system,

through its connectivity checking and report
generation features, provides the mechanisms

for audits and reports which aid in assuring
that the process closes. Furthermore, it allows ....
for a process which can remain current with-

out the labor intensive effort of its predecessor.

I
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PRELIMINARY DESIGN

The Preliminary Design problems which

were experienced were largely related to two
things that still plague a lot of developments.

The first of these deals with the visibility
provided into the overall design, and the

second has to do with the appropriate level at
which we treat the verification program.

In early 1972. in the course of developing

the design of a large command and control

application, a serious breach of the concepts of
structured development occurred in our devel-

opment of the PDR baseline. The segment
level design document, which was character-
ized in my previous discussion of requirements

development, was not appropriately structured
to clearly depict the overall design approach.

What happened was that the baseline docu-
mentation directives had defined a specifica-

tion that was to contain the requirements
allocated to software, without addressing those

requirements allocated to the personnel sub-
system and hardware elements. Furthermore,
the document was defined in such a manner

that there was considerable overlap between it,
and the functional specification for the soft-

ware end items. As a consequence of the

overlap, it was decided that the specification
which had the capacity for becoming the seg-

ment design specification, and which could
have, and should have been, the purveyor of
the design structure, was abandoned.

On the other hand, the need for a document

to contain the design level operational concepts
and the allocation of rqquirements to the per-
sonnel subsystem was not fully recognized. In

no small way was this related to the problem
that I alluded to earlier--that emanated from

the "special" attention given to the software.
To our credit, the informal specification

which was prepared did go a long way toward
providing a repository of a great deal of the
segment design structure. The problems that

arose then are the natural result of faulty spe-
cification structures in general. Some of the

design team was marching to the implied and
specific requirements of the document, others

treated it as a guideline, and still others
ignored it altogether.

Since it was not in the recognized specifica-

tion tree, the operations requirements
specification, as it was known, could not, in

the beginning, be referenced in the software

end item specifications. This, of course, led to
a great deal of extra labor on the part of the

system design team, charged with assuring
that the total design was unambiguous and
held together. That chore is difficult enough

under normal circumstances: imagine how
hard it is when you can't even derive the con-

ventional benefits of document configuration
management to aid in the control of the
baseline.

Through the normal maturation process, a

great deal of persistence, and no small quotient
of missionary work, the appropriate level of

document was recognized as a required ele-
ment of the system. Note: I said system; not

just software Ydocument tree.
In Figure 7 I have depicted the specification

tree as it exists today, and show its relationship

to both the software and operations products

which support the personnel subsystem. I
can't stress enough how important it is that
the structured design of an embedded comput-

er system take all of the design elements into
consideration, i.e., hardware, software, and

personnel in a single overall design effort. Not
as sequential nor isolated aspects of a related

design, but as a concurrent orchestration of
the one and only design.

The type of system that I am talking about
was not one in which we were engaged in con-
vetting an existing manual procedure into an

automated process, but was one in which there
was no existing end user. I don't believe that
the documentation or design process would be

!
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altered if it had been. but this kind of situation

focuses on the need for the design team to act
as surrogates of the eventual end user in every

step of the design process to avoid end user
dissatisfaction with the delivered product. The

changes that result from such dissatisfaction
and discontent are euphemistically character-

ized as system maintenance, but are frequently
due to the neglect that I'm suggesting can

occur in the early design phases. I have also in-
dicated in the figure that the DOD specifica-
tions Mil Std's 490 and 483 still do not make

official and adequate provisions for the
operations-related products. Hopefully, the

current "Software Initiatives" being worked
bv DOD will rectifv this hole in the document
tree.

As I said earlier, there were two problems
which plagued us in the PDR phase. The
second of these, which is related to the verifi-

cation program, is a problem of emphasis. In
fact. it is two problems of emphasis (see

Figure 8). The first of these is over-expectation

in terms of design maturity on the part of
reviewing authority: the second is the second
class treatment of the verification process in

the structure of the Preliminary Design
Review event. This form of behavior is clini-

cally referred to as schizophrenia. On the one
hand there is the desire to understand, in

minute detail, how a design which is still
embryonic will be verified, but on the other

hand, the review event typically relegates the
verification element a very short, and usually

low priority, slot on the review agenda.

The first part of this problem stems from
the fact that while the performance reqaire-
ments have matured, and while the verifica-

tion requirements must follow the functional

and performance requirements to the letter.
these requirements and the preliminary

design shall form necessary, but insufficient
conditions, for the development of test cases

and acceptance criteria. Attempts to demand a

high quality test plan of this type at PDR time
t'omes from a failure to recognize ho_ the

design matures. It is impossible to have the
design team. let alone an independent test

group, develop a high quality end item test

plan. reflecting appropriately designed test
cases, with relevant acceptance criteria, in the
same time frame during which they. have

barely struggled through the specification and
preliminary design activities. The net result is
frustration on the part of the preparer, and

dissatisfaction on the part of the review team.
If you then couple this with a review event

that is pressed for time on the agenda, you

have all the necessary ingredients for a major
open item growing out of the PDR. The natural
resolution of this open item is to put in place
some form of task force to drive this to

closure. Sure enough somewhere around CDR
time. when the design has matured sufficiently

to support the process of test case design, the
test plans are produced: proving that if it were
not for the tiger team, the test program would

really be in trouble.

In the meantime, because of the attempt to
define the details, the program has not focused

on the essence of the test program. How is the
test program per se designed? How are tests
designed to flow ? How is data to be generated ?

.Are common scenarios to be generated to mini-
mize data generation and to maximize related

performance evaluations? _qaat test support
tools are to be employed? How will configura-

tion integrity be assured during test and prob-
lem repair cycles? In short, the key and timely

questions do not get addressed in a timely
manner. Of course, these questions will come
up. but that will be the problem for another

anachronistic tiger team to solve.
It is possible to avoid this syndrome! All

that is required is to address the verification
process at the right level, and at the right
time. At PDR. or maybe even at a baseline
review after PDR. but before CDR. a review of
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the verification process should be conducted,
with adequate time and appropriate criteria to
assure that the verification process is maturing
consistent with the design. This concept
should be carried cut in conjunction with the
CDR baseline, as well, to assure appropriate
focus, at the appropriate time, throughout the
development process.

CRITICAL DESIGN REVIEW

Let's move to the CDR baseline to observe

what, by now, must sound like an endless
series of disasters. I can assure you that there
were times during this period that it seemed
like that to a number of people. Any series of
problems, regardless of how rational they are,
if they lead to cost and schedule difficulties,
are going to be met with a great deal less un-
derstanding and forgiveness than they deserve.

Considering some of the things that I told
you earlier, like not being able to code
TBD's--the diversion of the designer to una-
chievable tasks related to verification in the

wrong time frame--it does not take too much
imagination to see chaos brewing. But
unfortunately, not everyone reacted the way
they might have. In fact, the gentleman I was
working for at the time did not react as I
expected, even though the signs were clear
that we were in big trouble--and that we
needed big help!

The team had inadequate time and tools,
and needed revitalization. When my boss was
confronted with the prospects of going to his
management and declaring a form of limited
bankruptcy, he declined. I will never forget
the little analogy that he gave me, which
summed up his philosophy of the period. It
was the story of "The Suhan's Request": "It
seems that, at one time in history, there was
this very cruel Sultan, who ruled his empire
with an iron fist and whose prisons were full
of persons guilty of misdemeanors, or
sometimes, guilty of nothing more than irritat-

ing the Sultan. His penalties were uniformly
long imprisonment, followed by torture, ancl
then by death. Well, it came to pass, as they
like to say in these kinds of tales, that the
Sultan was given an elephant that, with the
right kind of training, could be made to fly.
He sent word out to the prisons--if any one
could teach his elephant to fly, that prisoner
would be given his freedom. However, if at

the end of a month, the elephant could
not--fly the perpetrator would be filleted in
the public square.

In one of the prisons, a brave soul raised his
hand and said that, as luck would have it, that

was, in fact, his trade prior to incarceration in
the Sultan's jail. As the courier went off to ar-
range for his release, one of the prisoner's
friends rushed over to him. The friend said to

the volunteer, "Have you lost your mind; you
have never trained an elephant to fly; surely
they will extract your bones one by one at the
end of the month." The volunteer assured his

friend that he knew what he was doing. He
told his friend that perhaps the Sultan, who
had many enemies, would be overtaken by a
foe that was more benevolent, or perhaps the
Sultan, who was not in the best of health,
would die in that month and he could just ride
the elephant away. Finally, he said to his
friend, "Who knows, maybe I can teach this
elephant to fly!!"

I don't know how the prisoner made
out--but I do know that that philosophy did
not prevail over the problems that we had.
One of us was naive, and I am not sure that I

can say that it was him. He may have known
that his fate was inevitable, or it may have
been that he did not recognize the danger sign
associated with a program in trouble. It does
not matter whether these problems are self in-
duced or externally stimulated, the results are
the same.

In the associated figure (Figure 9), I have
listed the danger signals that tell you that you
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areinvolvedwitha problem project. I obtained
this specific list from a paper entitled "How to
Salvage a Faltering Software Project," by
M.W. Evans, P. Piazza, P. Sonnenblick, of
Ford Aerospace and Communications
Corporation. This paper appeared in the Pro-
ceedings of The Society for General System
Research, January 1982. I have never met the
authors, but I know we all share similar

experiences.
I realize that this is not uniquely tied to the

CDR baseline, but I think it is appropriate to
treat it here, because that is where, in the de-

velopment chronology, that it starts to become
clear that a problem project may be with you.

A CDR related problem, from which we
have evolved a methodology that appears to be
a major contribution to our productivity, is in
the area of detailed documentation (see Figure
lo).

In the beginning we had a great deal of dif-
ficulty generating "build-to" specifications in
a media that could survive and mature with

the design, and not always be out of date the
minute that coding began. In the beginning we
used conventional flow charts to convey the
detailed design at CDR. While they graphically
conveyed the design intent they could not be
kept up to date by any other means that by
redlining of the CDR material, and after you
have redlines on top of redlines, you begin to
become at least slightly confused.

Today we are using a Program Design Lan-
guage to form the shell at PDR and provide
the details at CDR. In fact the PDL is carried

along with the source code and maintained in
essence as part of the code.

As we move on from CDR toward our verifi-
cation baselines, we find ourselves in the

middle of the process of both code and debug
of the prime item, that is. the deliverable code,
and in the process of developing our test data.
We are in the part of the development process

where we are most sensitive to the computer
environment in which we must conduct our

development.
Now we have more people affected by how

well we have planned to support the develop-
ment with the right tools.

Here too we had some hard lessons to learn.

As I have indicated in Figure 11. this too has a
war stor_ to go with it.

In this case. it was associated with software
that could function onl_ after the sun went
down !

It was. unfortunatelv, not a characteristic of

only one program, it was a malaise that was af-
fecting every program. The typical scenario
had the designer attempting to do some form
of program verification, only to find out that
the results were not repeatable, He would
work diligently into the night trying to get,
and finally obtaining, repeatable results--only
to find out the next day that his code or data
base had regressed to some different state.
Sabotage, as well as the occult, was
considered; but the simple truth was that the
controls on shared libraries, and on shared
data bases, were not adequate for the develop-
ment of a large software system. It was not
until a global approach to the controlled library
structure for the code, and a flexible, yet
controlled, data base structure was developed,
that mysterious behavior of the software was
brought under control.

Figure 12 depicts the library control struc-
ture that we have successfully employed for
the development and configuration of the
delivered product, including the control of
multiple versions of delivered products.

Access to the library structure, and connec-
tivity to system data bases, are controlled
through the log on mechanism which grants
write access to libraries in a hierarchical
manner.

It should be noted that, regardless of loca-
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tion within the structure, vou can always read

from above, thereby assuring you access to the
best version available.

Finally, with the proper environment in

place and with our late requirements closed
out, we marched into the verification process.
During this process we learned two of the
most valuable lessons one can ever learn about

the software development process.
The first is that this is a very people sensi-

tive process. Through the dedication of a large

number of people, and through their hard
work, no matter how frustrating it was, they

made it work. These things that I am telling
you about are the lessons that they have
learned, and the innovative solutions that they
generated are the product of their collective

genius. I was fortunate enough to be there,
and even more fortunate to have survived it in

the career sense (not everyone was so

fortunate). Hopefully, I have learned enough
to be able to communicate it to you, and to

others, and hopefully, they can avoid the prob-

lems that we had to experience.
The second lesson that we have learned is

that we haven't solved all of the problems.

Like the chart implies, just as we feel like we

have gotten control of the problem, the prob-
lem also begins to grow. The systems we are
working on now are larger, and we are finding
that some of our solutions don't scale up to the

new problem--just as our previous solutions

were inadequate for the problems we
discussed. We find ourselves in a daily con-
frontation with the issues shown here.

Since I started this out with the first line

from "A Tale of Two Cities", I'd like to use

another quote from the same Dickens' novel:
"It is a far, far better thing that I do, than I
have ever done"_ and that is to end this ease

history.

Edward H. Reese, Jr.

I I I I I I
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SOFTWARE DEVELOPMENT - PROBLEMS/SOLUTIONS

A CASE HISTORY

MPD FROM 1972 TO 1982:

• "IT WAS THE BEST OF TIMES , , ."

- LARGEST SOFTWARE DEVELOPMENT OPPORTUNITY THE
DIVISION EVER HAD

- INNOVATIVE PROCESSING CONCEPTS

- SMALL NUCLEUS OF PEOPLE THAT BELIEVED THAT
SOFTWARE COULD BE ENGINEERED

• "IT WAS THE WORST OF TIMES . . ."

- REQUIREMENTS DEVELOPERS INSENSITIVE TO SOFTWARE
DEVELOPER'S NEEDS

- TOOLS?

- NAIVETE (DEFICIENT IN WORLDLY WISDOM OR
INFORMED JUDGEMENT}

Figure 1. A Case HiStOTy

SOFTWARE DEVELOPMENT - PROBLEMS/SOLUTIONS

SOFTWARE ENGINEERING AND

MANAGEMENT PROCESS MODEL

SYSTEM /

ANALYSIS

& COW:EPT I I
DEVELOP. I

REQUIREMENT I I

*NALVSlS I
t 4,_1 PRELIMINARYI I
/ / I 1__ OES_N I l------I
//I 1+4b'li DETAILED I I
/ / [-J I I It DESIGN I
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I TESTING I l----"-I
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Figure 2. Process Model
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ERROR

SEVERITY

SOFTWARE DEVELOPMENT - PROBLEMS/SOLUTIONS

THE PRICE YOU PAY

T SEVERE ERRORS ARE MADE EARLY I

FUZZY

REQUIREMENTS __

TRANSLATION

ERRORS

_ FREEOO.OF,CT,ON
__.__ °_.*!.L_.°I co_ 1

Figure 3. Error Severity vs. _ase

SOFTWARE DEVELOPMENT - PROBLEMS/SOLUTIONS

INSENSITIVITY TO
SOFTWARE DEVELOPER'S NEEDS

• "YOU CAN'T CODE A #$!#?'ING TBD!"

- LATE DEVELOPING REQUIREMENTS

- LACK OF INSIGHT INTO THE COMPLEXITY OF

SOFTWARE INTERFACES

• "YES, BUT YOUR ALREADY DOING SOMETHING LIKE THAT!"

- PROGRAMMERS ARE GOOD, NOT OMNISCIENT

- FAILURE TO APPRECIATE THE LABOR INTENSIVE

NATURE OF PROGRAMMING

Figure 4. Insensitivity to Oeveio0er's Nee0s
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SOFTWARE DEVELOPMENT - PROBLEMS/SOLUTIONS

REQUIREMENTS DEVELOPMENT TOOLS

• A SIMPLE METHODOLOGY

REPRODUCTION I

OF ACTUAL

"I

PAGES [

SPECIFICATION

3.2.1.1.4.

THE SEGMENT

SHALL SCHEDULE

ALL OF THE

SYSTEM

RESOURCES TO . . .

ETC., ETC.

PLANNING

, CPCI

PLANNING

SHALL

A.I SCHEDULE

S.I CONFLICT

C.| TRANSLATE

• A "SCALING" PROBLEM

COMMAND

& CONTROL

CPCI

W.)CG SHALL

GENERATE

COMMANDS

B.)CONFLICT

COMMANDS

C.)GENERATE

MEMORY

MAPS

REAL TIME 1

_ c._._: ._
A.I SCHEDULE /ADD OH

RESOURCE A _PAGE TO

IF AV AILABLE/REFLECT

,ANN%ST OR C _A LLOCA TION

aJ MONITOR |

AVAILABILITY

oF.E__.uR___V

- "_lO,OOO DRIVING REQUIREMENTS PARAGRAPHS

-DYNAMIC REQUIREMENTS DEVELOPMENT

-MULTIPLE END ITEMS {SEVEN SOFTWARE, HARDWARE)

Figure 5. Requirements 0evelopment Tools

SOFTWARE DEVELOPMENT - PROBLEMS/SOLUTIONS

REQUIREMENTS DEVELOPMENT TOOLS

THE DATA DICTIONARY APPROACH:

/

I J ICD 1 I . ./ SEGMENT

/ I ICON 11-%1 SEGMENT I/ DESIGN
D.IVING Jl I LJ_ I O.S,G,,S.',C I_, sr.uc_,_

SEGMENT I II....,¢o.,.o
/I r--r.4 ' I ' I " I I)

" I I, *1! I I ,

/
END ITEM

SPECIFICATIONS

Figure 6. Data Dictionary
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SOFTWAF_E DEVELOPMENT - PROBLEMS/SOLUTIONS

REQUIRED SPECIFICATION TREE

LEGENO:

is _OmE4: T '4_ @E_INIE I=/SNT

• U GiI_NT

ALLOCATED

FUNCTIONAL •

Ptill_ ORMANCE
NEQTS

TO HAlitOWARI[ SOFTWANi[ JLIq[OPg[

• CONTRACT ENO iTEM IOIENYIl_0CATION

½

HAROWANE L
CrS

-LIk_ISWJUU

M

NAROWJdt

TO

NAROWAaR

Figure 7, Specification Tree

SOFTWARE DEVELOPMENT - PROBLEMS/SOLUTIONS

POOR
TIMING:

VERIFICATION REQUIREMENTS

START OF

AQUiSITION

A

POR AGI[NOA

DAY 1:

• REQTS

• OESIGN

SEGMENT

POR

A

POR AGENDA

DAY2:

• 0ESIGN S/W

• OI[51GN H/W

• VERIFICATION 4PM TO SPM

¢DR

A

POOR FOCUS:

-F
0

-FSO_

0

REQUIREMENTSMATURITY

A

A e_ LOCATION FOR A VERIFICATION 8ASELINE

Figure 8. Verification Requirements
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SOFTWARE DEVELOPMENT - PROBLEMS/SOLUTIONS

NAIVETE

• THE SULTAN'S REQUEST

• THE DANGER SIGNALS

- GENERAL LACK OF MOTIVATION

- INABILITY TO IDENTIFY PROBLEM CAUSES

- LACK OF UNDERSTANDING OF PROJECT

STRUCTURE AND METHODOLOGIES

- INABILITY TO SET GOALS & OBJECTIVES

- OVERALL LACK OF ORGANIZATION AND

COMMUNICATIONS

Figure 9. Naivete

SOFTWARE DEVELOPMENT - PROBLEMS/SOLUTIONS

DESIGN PHASE PROBLEMS

%

LOST AND FOUND

• DOCUMENTATION MANUALLY GENERATED AND MAINTAINED
- VOLUMINOUS AND COSTLY

- MAINTENANCE ACCURACY AND COST
- COMPLIANCE WITH CONTENT STANDARD

• FLOW CHART PRESENTATION IS OSSOLETE
- COSTLY TO GENERATE - EVEN MORE COSTLY TO MAINTAIN
- DIFFICULT TO READ

- CAN'T MEASURE ACCURACY OR CONSISTENCY

• MEASURING DESIGN DUALITY IS ELUSIVE

Figure 10a. Design Phase Problems
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SOFTWARE DEVELOPMENT - PROBLEMS/SOLUTIONS

PDL - PROGRAM DESIGN LANGUAGE

• DESCRIBES PROGRAM DESIGN USING A COMBINATION OF STRUCTURED
PROGRAMMING CONSTRUCTS AND REGULAR ENGLISH

• BENEFITS

- SIMPLE TO LEARN AND EASY TO USE

- ASSURES PRECISION IN DESIGNING LOGICAL PROCESSES

- ASSURES STRUCTURED DESIGN

- AFFORDS BETTER HUMAN COMMUNICATIONS

- NATURAL TRANSITION TO THE ACTUAL CODE

- PROVIDES INHERENT OOCUMENTATiON - OBVIATES THE NEED
FOR FLOW CHARTS

- SIMPLIFIES MAINTENANCE

• PROVEN EFFECTIVE OVER FLOWCHARTS

- 45_ FEWER ERRORS

- 20_ FEWER RESUBMISSIONS

Figure lOb, Program Design Language

SOFTWARE DEVELOPMENT - PROBLEMS/SOLUTIONS

SDE PHASE I DESIGN TOOLS

PROLOGUE - ASSURES A CURRENT TOP LEVEL DESIGN ANO INTERFACE VIEW

• COMMENTS APPEARING AT THE BEGINNING OF EVERY PROGRAM

- PROGRAM'S PURPOSE OR FUNCTION

- CALLING ARGUMENTS

- INPUTS/OUTPUTS
- DEFINITION OF MAJOR VARIABLES

- FILES REFERENCED

- PROGRAM LIMITATIONS

• FORCES A DEGREE OF DOCUMENTATION

- ASSURES EXISTENCE OF A MINIMUM LEVEL OF OOCUMENTATION
FROM INCEPTION

- STANDARD PRESENTATION OF DATA

- QA CAN AUTOMATICALLY VERIFY THE PRESENCE OF REQUIRED DATA

l CRITICAL DESIGN DATA COMMUNICATED EARLY, 1COMPLETELY AND ACCURATELY

Figure 10c. Prologue
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SOFTWARE DEVELOPMENT - PROBLEMS/SOLUTIONS

DOCUMENTATION SUPPORT SYSTEM

SEGMENT

REFERENCE

I TREES /

SOURCE I INDEXTO I"J

', I ,. ow.J SEGMENTS |

I '_oExTo I"
I DATAITEMS/

GLOImAI" SUBROUTINE _J

I DEICRIP- I DESCRIPTIONS|

FUNCTION L.J

I CONTENTS J REPORTS

/ TABLE _J GENERATED

BY OSS

MOOU,E I
O(ESCRIPTiONS

I (pok I
TEXT DATA I PROLOGUE) J

I GLOIIAL DATA F

IDESCRmTIONIS I

I UMITATIONS r"

FUNCTION LJ

IOESCR.'TIO.SI

I °v--n IU--OC'"
_PORTB

Figure 100. Documentation Support System

SOFTWARE DEVELOPMENT - PROBLEMS/SOLUTIONS

TOOLS?

• "DRACULA'S DATA GENERATION"

- SOFTWARE THAT ONLY FUNCTIONS AT NIGHT

- CONFIGURATION MANAGEMENT

8
CONTROLLED LIBRARIES

- VIRTUAL DATA BASES

41-
FLEXIBLE DEVELOPMENT ENVIRONMENT

Figure 11. Tools
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SOFTWARE DEVELOPMENT - PROBLEMS/SOLUTIONS

CODE/DEBUG PHASE PROBLEMS

• CONFIGURATION MANAGEMENT IS A MAJOR CHALLENGE

- CAPABIlITy TO DETERMINE THE PRECISE CONFIGURATION OF ALL PROGRAMS
AT ALL TIMES

- PARALLEL DEVELOPMENT OF DIFFERENT PARTS OF THE SYSTEM

- PERFORM MAINTENANCE IN PARALLEL WITH UPGRADES

- CAPABiLiTY TO CONTROL ACCESS TO SOFTWARE FOR CHANGE AUTHORIZATION

• MAKING SURE CODE REPRESENTS THE DESIGN - NO LESS, NO MORE

Figure lla. Configuration Hanage_ent

SOFTWARE DEVELOPMENT - PROBLEMS/SOLUTIONS

CONTROLLED LIBRARY STRUCTURE

SHIPMENT LEVEL

PROJECT LEVEL

t

CPCI IINTEGRATION

""1 II
• PASSWORD PROTECTION

• UPWARD CONCATINATION

I IkSYSTEM END USER CONTROL

I MASTER I QA CONTROL

GROUP I I MGR'S CONTROL

l
USER USER NO CONTROL

• FORMAL BUILD PROCESS: GROUP -- MASTER; MASTER -- SYSTEM

Figure 12. Controlled LiDrary Structure
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SOFTWARE DEVELOPMENT - PROBLEMS/SOLUTIONS

LESSONS LEARNED

PEOPLE SENSITIVE PROCESS

• DEDICATION

• INNOVATION

Figure 13. Lessons Learned

SOFTWARE DEVELOPMENT - PROBLEMS/SOLUTIONS

THE TROUBLE WITH WAR STORIES...

• THE WAR ISN'T OVER

- THE PROBLEMS ARE BIGGER

- THE TOOLS AREN'T THERE YET

- IT'S STILL LABOR INTENSIVE

Figure 14. War Stories
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AN OVERVIEW OF SOFTWARE COST ESTIMATING METHODOLOGY

AT THE NATIONAL SECURITY AGENCY

BY

THOMAS F. MASTERS, II

Currently at the National Security Agency (NSA), we use four major software

models: RCA's PRICE S, SLIM, C_, and JENSEN. We have found that because of

the four basic methods of cost estimating done at NSA (the Delphi Technique or

Expert Opinion, Analogy, Parametric Estimating, and Industrial Engineering

Method) and because of the many contractors we have, it is difficult to retrieve

data on historical projects. Therefore, the Office of Programs Analysis has

been tasked to develop: I) A Data Item Description (DD-1664) on System Parametric

Data Report for our contractors, and 2) An NSA Circular on Cost Breakdown Structure

for our systems.

This paper will discuss "The System Parametric Data Report" (DID DD-1664) and

the reasons for the establishment and use of this report by our contractors at

Initial Operational Capability (IOC). In addition, the report will include a

description of NSA's milestones compared with the four major software models

that are used in the acquisition process. Experience factors or rules-of-thumb

that we apply to these software models will also be described. Finally, an
overview of the current automative processes concerning the four stages of NSA

analysis will be discussed (Decision Analysis, Parametrics, Program Management

and Control Systems (PAC II) and Cost/Schedule Status Reporting (C/SSR)).
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"AN OVERVIEW OF SOFTWARE COST ESTIMATING

METHODOLOGY AT THE NATIONAL SECURITY AGENCY"

THOMAS F. MASTERS, II

DOD, NSA

Code: N32

Ft. George G. Meade, MD 20755

ABSTRACT

Currently the National Security Agency (NSA) uses four major

software models: RCA's PRICE-S, SLIM, COCOMO, and JENSEN. It has

been determined that because of the four different cost methods

implemented at NSA (the Delphi Technique or Expert Opinion,

Analogy, Parametric Estimating, and Industrial Engineering Method)

and because of the many contractors we have, it is difficult to

retrieve data on historical projects. Therefore, the Office of

Programs Analysis is in the development to produce: i) a Data

Item Description (DD-1664) on System Parametric Data Report for

our contractors, and 2) an NSA Circular on Cost Breakdown Structure

for our systems.

This paper will discuss NSA's Acquisition Milestones and the

evolutions of these processes. The NSA Acquistion Milestones will

be compared with the four software cost models; reasons for the

establishment of "The System Parametric Data Report" will also be

presented. In addition, Software Rules-of-Thumb or experience

factors which the Agency applies to these software models will be

described. Finally, some suggestions for "Monitoring Cost" with a

minimum set of "tools" necessary to allow good cost estimating is
explained.

Any views expressed in this paper are those of the author.

TRey should not be interpreted as reflecting the views of the

Office of Programs Analysis or the official opinion or policy

of the National Security Agency.
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I • INTRODUCTION

This paper presents a short overview of the parametric software

cost estimating used at NSA. The primary motivation for this

paper is to help bring an understanding of the cost consequences

of decisions that parametric estimators will make in the software

development cycle and applied experience factors to the requirements

and maintenance life cycle•

Software estimating is an art not an exact science. Software

estimating models have become a management tool but are not a

substitute for estimating experience and intelligence. Parametric

estimating techniques apply accurately only to some of the

development portion of a software life cycle. They should not

be represented as total software life cycle, that would be

applicable to the requirements or maintenance. For requirements

or maintenance estimation accuracy, no present estimating model is

of real value. Experience factors can produce a rule-of-thumb

percentage for those two phases of the life cycle, and a simple

percentage can be included into the total software life cycle.

II. NSA ACQUISITION MILESTONES

First, I should quickly point out that what I call the "NSA

process" is _ distillation of a number of general standards and

MIL-SPECS ("NSA Software Acquisition Manual"), so it is probable

that other DoD Organizations follow a very similar process when

acquiring software. Another point should be made; most contractors

have similar policies, and NSA's process represents an evolution,

not a revolution. Many documents from private industry were used
as reference material for the "Software Product Standards Manual."

The software development policies of the Defense and Space Systems

Group at TRW were particularly useful.

The primary DoD references upon which the NSA Software

Acquisition Process is based are:

I. DoDD 5000.1, "Major System Acquistions n

• DoDI 5000•2, "Major System Acquisition

Procedures"

• AFR 800-14, Vol. II, "Acquisition and Support

Procedures for Computer Resources in Systems"

• MIL-S-52779A, "Software Quality Assurance

Program Requirements"
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•

•

MIL-STD-483 (USAF), "Configuration Management

Practices for Systems, Equipment, Monitors, and

Computer Programs"

MIL-STD-1521A, "Military Standard Technical Reviews

Appendix A, Figure 1 depicts the total system milestones

in relationship with the four software cost models, and what I

believe DoD milestones are applicable to these models. Appendix A,

Figure 2 depicts the sequence of software development covered in

the NSA Software Acquisition Manual (NSAM 81-2). It also identifies

documents required by the manual and shows the sequence in which

they shall be prepared and reviewed•

In Appendix A, Figure i, NSA has four System Concept Plans

(SCP I through SCP IV) and a System Acquisition Plan (SAP), before

the Purchase Description (PD) or solicitaion of Request For Proposal

(RFP) is sent out to our contractors. After Contract Award (C/A),

four major documents are produced. They are: Development Plan

(DP), Configuration Management Plan (CMP), Quality Assurance Plan

(OAP), and the Software Requirements Specifications (SRS). Software

Requirements Reviews are on going, and a generation of preliminary

Software Development Test and Evaluation (DT&E) Plans are provided
at this phase.

During the time from Preliminary Design Review (PDR) to

Critical Design Review (CDR), the Software Program Specifications

(SPS) are generated. Written within these specifications is a

description of the overall design of the computer program and its

detailed components. An expansion of the system/sub-system

specification is essentially conducted to produce a detailed Program

Specification that serves as the "coding" basis for the software

end products• These specifications provide an audit trail of

requirements from design to code and subsequent verification of
the software.

At CDR, a review of Program Specification and any critical

issues are resolved. An agreement is made on the accuracy of the

detailed design and plans, and a commitment may be obtained to

proceed into the implementation phase of the project.
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At this point, from CDR to DT&E, there are three phases:

i. A unit development period where the software units
are coded and tested.

2. A software testing period where software units are

integrated and tested and where the final computer program is

subjected to Software Development Test and Evaluation (DT&E I).

3. System Build and Integration period whereby the

hardware and software are integrated and the system is subjected

to DT&E. This step encompasses the fabrication, assembly, and

test of the various parts of the system components and verification

of the overall system's readness to start formal Development Test

and Evaluation (DT&E II).

The Development Test and Evaluation (DT&E I and If) phases

are unique versus DoD milestions. These phases are conducted to

ascertain whether or not the system meets its technical

requirements (both hardware and software) and is ready for

Operational Acceptance Test and Evaluation. During the DT&E I,

the system is tested at the developer's facility. When

satisfactorily completed, the system is available for initial

operations and assumption of responsibility for ongoing operations

and maintenance. Authorization to acquire additional versions of

the system is contingent on achieving an acceptable operational

capability.

At DT&E II, all effort is devoted to final system acceptance

test and at Initial Operational Capability (IOC), the DD-250 is

signed-off.

Appendix A, Figure i, dipicts these software models not

covering all of the Agency's milestones. What they do cover is

approximately from the Software Requirements Review (SRR) (which

is after the Contract Award), and stops at our first Development

Test and Evaluation (DT&E I) phase. Therefore, we must include

additional percentages to the Front-End and Back End Development

Cost to each model (see IV. Software Rules-of-Thumb).
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III. SOFTWARE COST ESTIMATING MODELS

Over the past two years, the Office of Program Analysis has

reviewed the state of cost modeling for both hardware and

software throughout the DoD and private industry. In regards to

software cost estimating models, we have reached the following

conclusions:

i. A large number of software cost estimating models

have been developed over the last 10 years. The vast majority of

these use "lines-of-code" as their primary input.

2. Software parameters to which cost is most sensitive

are size, schedule, manpower and difficulty. Because of operational

requirements, schedule is the most critical cost parameter.

3. Comparative studies of the most frequently used

models conclude that no one model is superior to the rest (see

reference i.).

4. Analogy modeling approaches are most valuable early

in the life cycle (e.g., SCP I through SAP), while parametric

approaches are most valid during the latter portions of the life

cycle (e.g., SRR through DT&E I).

5. No one model contains all of the significant cost

drivers for NSA programs (e.g., site preparation, training, etc.).

6. Calibration is the "key word" for any model. To

determine if the model is a predictor, one must have the actual

cost parameters and the technical characteristics of the completed

system. System parameters that are collected and used for

subsequent applications of the models must be consistant with the

models.

7. Industry models typically are not scoped to encompass

all the activities government must estimate (requirements

generation, source selection, etc.).

Based on our review of numerous papers and discussions with

many knowledgeable cost analysts in DoD and industry, and based

on limitations of cost, time, and utility of more models; we have

decidedto use four of the most widely-used cost models. They are:

a. RCA's PRICE S

b. PUTNAM (SLIM)

c. BOEHM (COCOMO)

d. JENSEN (JSI&2)
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Each of the first three models have a different underlying
structure, while Jensen is similar in structure to Putnam.

I personally feel that computerized parametrics is the "WAVE
OF THE FUTURE." However, there are several basic points that should
be addressed. What is a good model? I believe they should possess

the following characteristics:

I. Interactive: The model and computer system should be

interactive. The user and terminal should provide a mutual or

reciprocal action or influence.

2. Conversational: Special terminology should be avoided.

The user(s) must be able to communicate with the software without

the barrier of specific computer jargon.

3. Limited Inputs: Any computer model should restrict the

inputs and provide many output alternatives for decision making.

4. Capable of Providing Internal Cross-Checking: The model

should provide internal cross-checking to analyze the input data

for consistency and continuity.

5. Easy to Calibrate: A good model allows the user to

calibrate, or tailor, the model to their specific organizational
needs.

6. Definitional: Terms defined unambiguously.

7. Fidelity: Predictions represent reality plus or minus.

8. Stable: Model can handle singularities and side effects.

9. WHAT-IF PROCESSING: Handles "REAL WORLD" variations in

sensitivity analysis.

There are in excess of 400 computer parametric models in the

United States and the free world that deal with hardware, cost and

price. There are many more dealing with software development,

software life cycle, and hardware life cycle. It is my personal

view that one must use at least two or more parametric software

models. Observe the distortions (if any) in the variations of

parameters (e.g., schedule, risk, performance, complexity, etc.).

Then, observe the final output, "cost data."
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There are many reasons for poor estimates. These are but a

few of the reasons:

i. There is lack of agreement on terminology•

• The nature of the software or system is not well
understood•

3. The full scope of the job is not quoted.

• Estimators assume "ALL WILL GO WELL" and DO NOT connect

risk with cost.

5. There is a lack of actual cost data.

6. There are unsophisticated users• Someone who periodically

plays with a software model or who knows the basic calculations of

any one model and delivers a cost estimate as the final solution

to a project has not completed the task correctly. BEWARE!

Reliable cost estimation can be achieved if effort is invested

in creating a meaningful estimation methodology (e.g., Hughes -

Fullerton reports it can estimate within a 10% precision, as do TRW

and many many other firms.). Justifying any investment requires

hard data which should be collected routinely.

Estimates are the foundations of project plans. However,

nobody likes to make an estimate, because:

i. It could be wrong, and

• Someone will remind you when it is proven that you were

wrong•

Remember - An estimate is your judgment of costs, schedules,

resources, etc.; it is NOT a guarantee• To estimate, one has to

forecast what the world and his part of it will be in the future.

There is no magic formula. Since forecasting is not perfect,

adjustments will have to he made as the future becomes clearer.
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The government must provide an independent cost estimate and
analysis for the total system prior to the solicitation or Request
For Proposal (RFP). This is based upon various sources of

information within the System Concept Plans. I believe that we

have better than good software requirements. However, even though

we build a system for the first (and may be the last) time, the

technology and development in the conceptional stage is

approximately ninety percent unknown.

In my opinion, we have various methodologies for interpreting

the inputs of any software model. Likewise the contractor can

only interpret, in so many ways, what we are asking for in our RFP's.

However, it has become too prevalent among software contractors to

use a parametric estimating system output solely to validate the

software development bid they already have in mind to submit to

the government. In order to obtain the output which is to be used

to substantiate their software development bid, some contractors

frequently, and often openly, tamper (or "dry lab") with the inputs

so as to have the model produce the output which they will submit

to the government. This conduct can be and often is responsible

for serious cost overruns and schedule slippages for the government

and for their company many months later.

As mentioned before, calibration is the "key word" for any

model. To determine if the model is a predictor, one must have

the actual cost parameters and the technical characterl-{-s-_cs of

the completed system. System parameters that are collected and

used for subsequent applications of the models must be consistant

with the four software models. Therefore, the Office of Program

Analysis is the process of developing a "System Parametric Data

Report/Data Item Description, DID UF-5596-A, DD-1664." See

Appendix B. Currently, this DID is a working paper, and it is

anticipated that this report will be available by the end of
FY83.

Even though this DID is not official yet, our contractors

will be required to submit the Parametric Data Report within

60 days after IOC. However, R&D organizations may require this

report at various milestones early in the life cycle of the

system. For hardware, if the project is naturally defined by

one or more Line Replaceable Units (LRU represents the box or
equipment level), the Air Force form ASD-218 (Parametric Data

Sheet), and NSA's supplement will be filled out for each LRU.
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For software, the contractor will fill out the parameter
sheets for any developed or modified software that will be
integrated into the total system and/or that is defined in the
System Design Plan. The contractor will not fill out the software
section for any off-the-shelf (OTS) software. The software input
sheets are made so there are no one standard input parameter sheet(s)
for any one independent model. What we have attempted to do is to

consolidate all four software models into a few pages. There will

always be enhancements; but for now, we believe we have the necessary
essential parameters to build an data base (e.g., actual schedule

dates, the contractor staffing level(s), dollars per manyear,
etc.).

IV. SOFTWARE RULES-OF-THUMB

The simplest form of cost estimating model is the so-called

"rule-of-thumb." It usually takes the form of a multiplicative

factor that converts some output/product measure into the effort/

dollars required to achieve that output. Examples include:

- lines-of-code per man-month

(software "productivity"),

- dollars-per-line-of-code,

- dollars-per'page-of-documentation,

I. Productivity. One of the most widely-used methods of

estimating software development costs is to first size the project
in terms of number-of-lines-of-code, multiply this by a

productivity factor (e.g., man-months per line-of-code), and then

adjust the cost based upon parameters to which the cost is sensitive.

There are several major problems associated with this
technique:

First, lines-of-code (LOC) estimates are notoriously

inaccurate, and the term takes on many different meanings (i.e.,
unique LOC, no comments, etc.).

Next, productivity values range widely from 12 to 8000 LOC

per man-month (taken from the RADC data base on over 400 software

projects). The scope of what activities they encompass and what
environment they were developed in is often unknown.

1-72



The problem with productivity is the wide variability in its

definition, specifically in the determination of what to count in

the man-months value in the denominator (does it include program

management, systems engineering, etc., or just the programmers

effort?). Does it span the entire development cycle, or just count

the man-months devoted to coding and unit testing?

Finally, most productivity models baseline production rates

on the past and not the future. If the Agency is to fund

productivity improvement projects for industry, it must be shown

payback on its investment. Therefore, productivity improvement

must be factored into future system's costs.

Basically, we should view with considerable suspicion any

productivity data that we obtain from outside sources, unless we

can determine just what it does and does not include.

There are efforts underway to develop a standardized

productivity values for types of software developments (both

in-house and contracted), but at this time, we have no historical

data on which to base an estimate. However, based on a review of

a number of in-house studies and opinions of experienced industry

software developers, productivity is defined as:

total-number-of-derived source lines-of-code (including comments)

P = total man-months to develop system (all software-related functions

from C/A to IOC)

A range of 90 LOC/mm < P < 360 LOC/mm can be expected,

with the lower values occuring for new efforts and/or new personnel

and/or high reliability.

The major factors which would affect the ultimate

productivity for a given job are:

2

i. Application (real-time C , operating system,

business application, etc.)

2. Familiarity of personnel with application.

3. Familiarity of personnel with language.

4. Experience of personnel.

5. Size/complexity of job.

6. Required reliability of software
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7. Percent-of-hardware CPUmemory/cycles used.

8. Management

9. Risk

i0. Degree of modern programming practices employed.

11. Degree of software tools employed.

(Note: Dr. Barry Boehm, TRW, indicated in his book
"Software Engineering Economics", with last two items,
TRW is to reach 100% productivity by these methods.
In 1985, 300% and in 1990, 500% productivity.)

12. Degree of compatability of hardware development.

From a dollar standpoint, the range of productivity varies
from $70-per-line-of-code to Sl50-per-line-of-code. In summary,
productivity rules-of-thumb can provide you with order-of-magnitude
estimates, but cost estimating errors of i00 to 200% are possible.

PRODUCTIVITY FOR HIGH ORDER LANGUAGE (HOL):

JENSEN :

SLIM :

PRICE S:

COCOMO :

50-150 DSLOC/mm = $85 - $125/DSLOC/mm

100-150 DSLOC/mm = $70 - $ 90/DSLOC/mm

100-150 DSLOC/mm = $85 - $150/DSLOC/mm

UNKNOWN

2. UP-FRONT AND BACK-END DEVELOPMENT COST:

All four software models typically start around our Software

Requirements Review (SRR). Therefore, we must add in a percentage

into the up-front and back-end development cost. They typically

UP-FRONT DEVELOPMENT COST

(Contract Award to SRR) :

are :

JENSEN - 7 to 10%

(Starts at SRR)

SLIM - 7 to 10%

(Starts after SRR)

(man-month * monthly

burden uninflated rate)

PRICE S - 6 to 12%

(Starts before SRR)

COCOMO - 6 to 15%

(Starts at SRR - additional

calculation of P&R to A&C

is needed)
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BACK-END DEVELOPMENT COST - Likewise, all software models

stop around our first Development Test and Evaluation (DT&E I)

phase. A typical percentage from DT&E I to the Initial Operational

Capability (IOC) is needed. They are:

(From DT&E I to IOC) JENSEN - 15 to 25%

(FQT stops around Build/I&T)
SLIM - i0 to 20%

(FOC stops at DT&E I)

PRICE S - I0 to 25%

(I&T can stop at Build/I&T)

COCOMO - i0 to 25%

(S/W ACCEPTANCE stops at

Build/I&T)

3. Additional rules-of-thumb when using these models are:

a. CALCULATION OF HOURS/MONTH OR HOURS/MAN-YEAR:

Contractor: 149.7 hours/month or 1796 hours/my

In-house : Civilian -

Military -

149 to 151 hrs/mo or

1802 hrs/my
144 to 146 hrs/mo or

1742 hrs/my

b. FULLY LABOR BURDEN RATES (S/MY):

EAST COAST - $I00 to $130k

WEST COAST - $130 to $160k

Co INFLATION (LABOR FY83):

APPROX. EAST COAST - 8.3 to 9%
WEST COAST - i0 to 11%

d. DOCUMENTATION:

SLIM: Look at average number of pages * $120/pg.

PRICE S: For Design, Implementation, I&T for

Documentation Cost divide by average

number of pages times approx. S130-$160/pg.

JENSEN: UNKNOWN

COCOMO: UNKNOWN
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APPENDIXA

SOFTWARELIFE CYCLEMILESTONES
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1
When planning a software project, Reifer believes the

percentage of the cost allocated to the following activities for
independent development and contractor development is as follows:

DEVELOP
YOURSELF/ NORMALIZE

o SYSTEMS

ANALYSIS 9.1% 4.5%

° s/w
ANALYSIS &

DESIGN

° CODE &

UNIT TEST

° s/w
TESTING

° INTEGRATION

& SYSTEM TEST

° MAINTENANCE

° MANAGEMENT

° DOCUMENTATION

DEVELOP BY

CONTRACTOR / NORMALIZE

24.24% 12.2%

12.12% 6.1%

24.24% 12.2%

18.18%* 9%

** 50%

6.06% 3%

6.06%* 3%

100% 100%

12.12% 4.6%

24.24% 9.3%

12.12% 4.7%

24.24% 9.3%

24.24%* 9.3%

** 50%

18.18% 7%

15.16% 5.8%

130.3% 100%

* Of S/W Development Effort

** Equal to Development Cost

1

Reference: D.J. Reifer, Reifer Consultants, Inc., May 1983
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V. MONITORING COST

There are several points on monitoring cost. First, invest

in a standard methodology (e.g., Standard WBS/CBS and a Parametric

Reporting DID'S can serve as a good basis, also formalize steps

and train personnel). Collect data as the norm on all projects.

Use it to refine the methodology. Identify cost drivers and bound

the risk. The cost variation is a function of the life cycle and

the risk can be bound via confidence regions. Use your WBS/CBS

and DID's to keep track of cost, and always ask for a "Cost to

Complete" estimate.
1

Second, Reifer comments indicate there are controllables

versus noncontrollable variables. They are:

CONTROLLABLES NONCONTROLLABLES

o Software Deliverables o Schedule

o Software Standards o Complexity

o Programming Practices o Development Personnel

Capabilities & Stability

o Management Practices o Personnel Conflicts

0 Management Team Capabilities o Inexperience

o User Interference o Hardware Capabilities

o Resource Growth o Legal and Environmental
Factors

o Hardware Configuration

Third, we can derive a parametric cost estimate if we have:

i. The existence of historical cost/parameter information

about similar systems.

2. The ability to predict with some degree of probability

or confidence the expected parameters of our future alternatives;

(e.g., the correct milestones of each software/hardware model

covers, experience level of contractors, etc.).
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3. A competent analyst who can tell us if the historical

cost of the like systems do vary in some defined way with the

chosen parameters of a cost estimating relationship (CER). If

they do, he/she will give us the estimating equation.

Finally, DO NOT become so enamoured with an estimating model

that you ignore the assumption made in its development, and the

reliability of the sample input data. A computer will furnish an

impressive and detailed readout, even if the input data is

unreliable. Carefully scrutinize sample data, data sources, and
assumptions made in developing parametric estimates.

In addition to parametrics, we are complementing our tracking

processes with additional automated analysis. Examples of these

program analysis include; Decision Analysis in the early stage

of our life cycle. At Contract Award, the use of Program Management

and Control Systems (PAC If); and Cost/Schedule Status Reporting

(C/SSR) or Cost Performance Reporting (CPR). In Appendix C,

Overall Program Methods is an brief discussion on these processes.

If one thinks about it for a few seconds, it quickly becomes

obvious that the key to accurate cost estimating is having access

to a data base (hopefully as current as possible) of cost

information on the "equipment(s)" one intends to buy.

In the case of "off-the-shelf" equipment, the "data base"

can be equipment catalogs. Unfortunately, when hardware is being
built for the first (and maybe the last) time, or new software is

being written/modified, no "catalogs" exist per se. Instead, a
more generic data base must be used, one that contains fundamental

descriptors (parameters) of hardware and software systems.

Given a set of physical or functional parameters which define

a system, (e.g., number of lines-of-code, number of printed circuit
boards, size, weight, volume, field-site deployed, etc.), the

other tool necessary for good cost estimating is one or more

parametric models relating the ultimate development cost of the

item to the para--------_etersthat define the item. Clearly, for any

model to have a chance at being a good predictor, it must be based

on data from systems already developed, i.e., systems whose

parameters __and actual costs are known. The process by which a

model is tailored to a particular class of systems with the intent

of making it a better predictor is called calibration. This process
requires calibration of completed projects with actual costs.

This is the major reason why we are having our contractors complete
the "System Parametric Data Report" at IOC.
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In summary, the minimum set of "tools" necessary to allow

good cost estimating is:

- An accurate up-to-date analogous data base containing

completed systems parameters with risk and cost.

- A collection of cost models that predict development

of new systems, given estimates of the parameters of

the new systems.

- Planning tools to identify risks.

- A standard methodology to help you make meaningful

comparisons.

"THERE ARE NO SIMPLE SOLUTIONS - ONLY INTELLIGENT CHOICES"
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DATA ITEM DESCRIPTION

I. TITLE

System Parametric Data Reports

| D IrSC RIP T ION/PU IEPOSE

3.1 TO acct_nulate descriptive information on the physical

and operational characteristics of a system which, when

combined with cost data will provide information for

effective cost estimation for future systems.

7. APPL|CATION/INTEF_N'EL. ATtONSNIP

7.1 This data item provides the data necessary to exercise

the PRICE-H, PRICE-S, SLIM, JENSEN, and COCOMOcost esti-

mating models as well as data to create cost estimating

relationships for cost elements not included in these models.

7.2 Interrelated Data Items:

DI-F-6010A Cost/Schedule Status Report

DI-F-6000C Cost Performance Report

I0, PREPARATION INSTRUCTIONS

2 t(3KHTIFtCAT|OH HO($%.
.. j,

AGENCY NUMBER

NSA/CSS U-F-5596-A
4.' APPROVAL DATE

15 April 1982
iS. OFFICE OF PRIIdARY '"

RESPONSIBILITY

N32

S, OD(; NE[QWIPtEO

(1_ APPR() V AL. LIMIT A_ION

Is. _,o,:,E},o_,CE,r---_-,o_,-. _,,_,-

MCSk NUIdlE R($|

10.1 The contractor shall prepare the System Parametric Data Reports for system

hardware (equipments) and system software. The reports shall conform to the require-

ments and format in the paragraphs and figures that follow. Each element of data in

each report shall be ecmpleted as it is applicable to those end products to be

developed for delivery. Modified off-the-shelf (OTS) devices and modified software

are to be considered as developed items. This report shall consist of two sections,
Hardware Parametric Data and Software Parametric Data.

i0.i.i System Hardware Parametric Data Report - for a single conceptual overall

system (hardware equipment). Section I, System Hardware Parametric Data Form (page

2-4 of 21) shall be used. If the project is naturally defined by one-or-more Line

Replaceable Units (LRU - represents the box or equipment level), ASD218 (Parametric

Data Sheet) (Figure 5) and NSA Supplement shall be filled out for each LRU.

10.1.2 System Software Parametric Data Report - Section ii (pages 5- of )

shall be filled out for any developed or modified software that will be integrated

into the total system hardware (equipments) and/or that is defined in the System

Design Plan. The contractor shall not fill out Section ii for off-the-shelf (OTS)
software.

10.1.3 The contractor will submit the Parametric Data worksheets within 60

days after IOC.

6-----
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3.

SO_ _ ESTIMATING PARAMETERS

Estimate Lines of Code (LOC)

Low Avg. High

Type of Programming Language(s) and % of System

System Attributes (Check off)

for each system or subsystem.

Batch Network

On-line communication Distributed

Network Local

Applications

Data storage & retrietal/non time constrained

Telecfmmlunications

Interactive operations/time constrained

Scientific systems/mathematical operations

String/data manipulation

Operating system/logical
DBMS

Business systems
Process control

Real time command &

control/aid time

Data /Command Lang.

4. System Description

% New systems interfaced with existing systems

% New systems stand alone
Rebuild system by recoding, integration & interfaces

% Composite system with independent subsystems with considerable overlag

% Ccmposite system with independent subsystems in virtual parallel

5. Prcgramming Practices (<30% minimal, 30% to 60% average, >60% extensive)

6,

7.

o

% Structured Programming

% Chief Programmer Team%s

% Experience with Programming

Language

% Design & Code

% Overall Skill & Qualifications

% Experience with similar systems

(computer designs and applications)

% Top Down Development

% Experience with development

Fully Burdened Labor Rate ($ I man year)

Response Requirements (must equal 100%)

% Real time code

% On line

% Time constrained

% Non time constrained

Anticipate Staff Leading (people)
Minim_n Average H igh
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9. Schedule (Enter start and finish dates - month/yr. - for entire software program.

Enter intermediate dates if cases are unusual or gaps exist.)

Start of Contract:

Start of detailed Design Phase (PDR):

Start of Implementation:

Start of Test and Integration:

Start of System Design Review (SDR):

End of Design Phase (CDR):

End of Implementation:

End of Test & Integration:

i0. Operating Environment (Check appropriate box to explain in what environment software

is going to operate. Keep in mind this describes not so

much the location of S/W, but specifications it must meet.)

internally i I Site Avionics

 evelo I I
MIL-SPEC i I

contracted i I bile (van or

software I_l shipboard) i I
nll]Space

Manned

Space

ii. System Integration and Test (For this subsystem, estimate the relative level of

engineering, programming and testing required to

integrate the subsystem into the total unified

software system. )

Simple __ Routine __ Difficult __ Complex
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TEf_NOLOGYCONSTANT

i. INTERACTIVEFACTOR- MEASURESOFA DEVELOPER'SSOFTWAREPRODUCTIONCAPABILITY

0 = Total Batch ProgramSubmittal

I=

2=

3 = 1 terminal per 20 programmers

4 = 1 terminal per i0 programmers

5 = 1 terminal per 5 programmers

6 = 1 terminal per 4 programmers

7 = 1 terminal per 3 programmers

8 = 1 terminal per 2 programmers

9 = 1 terminal per 2 programmers (located in the prog. office)

i0 = 1 terminal per 1 programmer

o RESOURCE FACTOR

0 = 1 response per day

1 = 1.5 responses per day

2 = 2 responses per day

3 = 3 responses per day

4 = 4 responses per day

5 = 60 minute response time

6 = 30 minute response time

7 = 20 minute responses time

8 = 10 minute response time

9 = 5 minute response time

10 = 3 minute response time
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. System Type (Check one )

Production center software -- developed by user

Production center software -- developed by contractor

Satellite ground system with extensive manual checking and intervention

MIL-SPEC ground system

Non-real-time command and control system

Inventory control system

Satellite ground system with major automated functions, little manual

checking and intervention

Satellite ground system -- fully automated

C(mlnercial avionic systems

Military avionic systems

Unmanned spacecraft systems

Manned spacecraft systems

--4

4. Documentation Type:

Assign a rating to the Documentation Type envirnomental parameter aceording

to the level or depth of the documentation required for the software development.

Select the rating from the following table that is the most consistent with the

doc_nentation type required by the development. The amount of documentation

required by the project has a pronounced effect on the schedule and cost if the

doctm_entation is either inadequate or excessive.

(Check one)

Personal software -- developed by user

CcnTnercial software -- developed by user

Ccmmercial software -- contractor developed with detailed documentation

MIL-SPEC documentation -- complete essential data

MIL-SPEC documentation -- full

Ccra_ercial software -- contractor developed, minimal level

MIL-SPEC documentation -- minimal set

High reliability application (public safety requirements)
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5. Development Time in Months =

6. Indicate the per-man-year-rating to be used

If none is given, 101K burdened rate will be used for FY83 with a 8.3%
inflation rate.

(SRR contract @ Up Front Cost 7% of Development =

award)

@ Development =

Dr&E IOC @ Back End 10-15% of Development =

TOTAL =
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OVERALLPROGRAMMETHODS
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DECISION ANALYSIS is a computerized aid to problem solving

that structures the relationships among the various considerations

which must be faced in any decision task. Decision analysis models

often include a decision tree or decision diagram. Inputs to such

models can include numerical probabilities, that quantify judgments

about uncertain future events, as well as numerical assessments

that express the decision maker's attitudes, or the organization's

policies, as regards the assumption of risk. A model's outputs

may include a display of the probabilities of each possible outcome

for every action alternative, or a specification of a single course

of action to be preferred under the assumptions of the model.

One of the characteristics distinguishing decision analysis

from other quantitative tools available to managers is that these

other techniques-such as operations research, Bayesian statistics,

mathematical programming- embrace much more narrowly applicable

classes of models. Specific operations research models, for

example, may be useful in selecting warehouse sites, in balancing

assembly-line facilities, or in forecasting sales growth; but none

of these models will fit the great majority of the large and small

decisions faced by managers who must plan and implement business

strategies. Decision analysis, on the contrary, can usefully

address many problems meriting more than momentary consideration.

Applications have ranged from decisions regarding product

development to production facility, pricing, and other marketing

and financial problems. This discipline has been uniquely helpful

in resolving choices between actions with complex and uncertain

future effects-effects that, in themselves, frequently depend in

part on subsequent decisions. However, as a systematic approach

to making choices, it has contributed valuable insights in many

situations that initially seemed barely complicated or substantial

enough to merit writing any numbers down on paper at all.

This technique is under evaluation for use during our System

Concept Plan II (SCP II), and with the major decision makers

participating in a communicative session. The process typically

takes about one to two days. A monitor is present and writes the

priorities on a board. There is also an analyst who interprets

the information and inputs various parameters on an in-house

computer.

Complex problems are decomposed into clearly defined components

such as options, uncertainties and values. Then these components

are used to structure a formal decision model from which a process

evolves that can be used to help assign levels of expenditure to

different areas or projects; therefore, the greatest overall

benefit is gained for the least cost.
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PROGRAM MANAGEMENT AND CONTROL SYSTEMS (PAC II)

This program will start during our conceptional stage, and

our contractors will be required to input data. There are two

primary capabilities:

i. Information data base which consists of three categories

of information:

a. Project resource information

b. Project workload and schedule information, and

c. User defined tables and dictionaries which allow the

system to be tailored to local user requirements.

2. Software programs to manipulate the information from the

data base. This allows the manager to:

a. Plan new projects

b. Determine impact of new projects on existing ones

and adjust resources of schedules to minimize impact.

c. Develop alternatives for new project schedules based

on resource use, project priority network

dependencies, and end user needs.

This system provides three major levels of standard project

reports:

I. Executive level reports

2. Department level reports

3. Project Manager level reports.

In addition, a report writer facility allows managers to

specify precisely what they want in a report to meet unique needs.
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COST/SCHEDULE STATUS REPORTING (C/SSR) AND

COST PERFORMANCE REPORT (CPR)

The Cost/Schedule Status Report (C/SSR) is applicable to

contracts of $2 million or over (for development and production)
and 12 months' duration or more which do not use the Cost

Performance Report (CPR). The Cost Performance Report (CPR) is

required on selected contracts within major defense system programs•

Both reports are contained in DoD Instruction 7000.10 dated August

6, 1974. Software is an automated analysis to generate management

reports using the HP9845. The initial software package was
obtained from the Army's MICOM Center. The benefits to C/SSR are:

I. Confidance in contractor's internal management system.

2. Objective (rather than subjective) contract status
information•

3. Cost impact of know problems•

4. Identification of problems not previously recognized•

5. Capability to trace problems to source•

6. Quantitative measure of schedule deviation in dollars.

7. Measurement against a contract oriented baseline.

The criteria to Cost Performance Report (CPR):

i • Contract cost performance reporting requires effetive

integration of work, schedule, budget and cost.

• Provide standard formats for displaying contract cost

performance.

• Baseline is the key to effective performance
measurement.

. Baseline changes resulting from contract modifications

and internal replanning must be controlled.

• Baseline budgets must sum to the contract target cost

if budgeted-cost-of-work-performed-to-date (BCWP) is

to provide a meaningful indicator of contract cost

performance.

6. When baseline budgets exceed the contract target cost,

contract performance reporting is adversely affected.
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THE CONSTRUCTIVE COST MODEL (COCOMO)

Barry W. Boehm, TRW

Thomas H. Bauer, TRW

May I, 1983

Introduction

This paper presents a short overview of the COnstructive COst MOdel (COCOMO)

for software cost estimation. A great deal more detail on COCOMO's capabili-

ties and usage is provided in the book, Software Engineering Economics

[Boehm, 1981].

The primary motivation for the COCOMO model has been to help people under-

stand the cost consequences of the decisions they will make in commissioning,

developing, and supporting a software product. Besides providing a software

cost estimation capability, COCOMO also provides a great deal of material

which explains exactly what costs the model is estimating, and why it comes

up with the estimates it does. Further, it provides capabilities for

sensitivity analysis and tradeoff analysis of many of the common software

engineering decision issues.

COCOMO is actually a hierarchy of three increasingly detailed models which

range from a simple macro estimation scaling model as a function of product

size to a micro-estimation model with a three level work breakdown structure

and a set of phase-sensitive effort multipliers for each cost driver attri-

bute. To provide a reasonably concise example of a current state of the art

cost estimation model, the intermediate level of COCOMO is described below.

Intermediate COCOMO estimates the cost of a proposed software product in the

following way:

I° A nominal development effort is estimated as a function of the

product's size in Delivered Source Instructions in thousandse(,KDSl)

and the project's development mode._._ _l_[_t_./ _i ,'_,
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2. A set of effort multipliers are determined from the product's

ratings on a set of 15 cost driver attributes.

0

4.

The estimated development effort is obtained by multiplying the

nominal effort estimate by all of the product's effort multipliers.

Additional factors can be used to determine dollar costs, develop-

ment schedules, phase and activity distributions, computer costs,

annual maintenance costs, and other cost elements from the develop-

ment effort estimate.

Step I. Nominal Effort Estimation

First, Table I is used to determine the project's development mode. Organic-

mode projects typically come from stable, familiar, relatively unconstrained

environments, and were found in the COCOMO data analysis of 63 projects to

have a different scaling equation from the more ambitious, unfamiliar,

tightly-constrained embedded mode. The resulting scaling equations for each

mode are given in Table 2; these are used to determine the nominal develop-

ment effort for the project in man-months as a function of the product's size

in KDSI and the project's development mode.

For example, suppose we are estimating the cost to develop the micro-

processor-based communications processing software for a highly ambitious new

electronic funds transfer network with high reliability, performance,

development schedule, and interface requirements. From Table I, we determine

that these characteristics best fit the profile of an Embedded-mode project.

We next estimate the size of the product as I0,000 Delivered Source In-

structions, or lO KI)SI. From Table 2, we then determine that the nominal

development effort for this Embedded-mode project is

2.8(10) 1"20 = 44 man months (MM).
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Step 2. Determine Effort Multipliers

Each of the 15 cost driver attributes in COCOMO has a rating scale and a set

of effort multipliers which indicate by how much the nominal effort estimate

must be multiplied to account for the project's having to work at its rating

level for the attribute.

These cost driver attributes and their corresponding effort multipliers are

shown in Table 3. The summary rating scales for each cost driver attribute

are shown in Table 4, except for the Complexity rating scale which is shown

in Table 5 (Expanded rating scales for the other attributes are provided in

[Boehm, 1981]).

The results of applying these tables to our microprocessor communications

software example are shown in Table 6. The effect of a software fault in the

electronic fund transfer system could be a serious financial loss; therefore,

the project's RELY rating from Table 4 is High. Then, from Table 3, the

effort multiplier for achieving a High level of required reliability is 1.15,

or 15Z more effort than it would take to develop the software to a Nominal

level of required reliability.

The effort multipliers for the other cost driver attributes are obtained

similarly, except for the Complexity attribute, which is obtained via Table

5. Rere, we first determine that communications processing is best classi-

fied under Devlce-Dependent Operations (column 3 in Table 5). From this

column, we determine that communication line handling typically has a

Complexity rating of Very High; from Table 3, then, we determine that its

corresponding effort multiplier is 1.30.

Step 3. Estimate Development Effort

We then compute the estimated development effort for the microprocessor com-

munications software as the nominal development effort (44 MM) times the

product of the effort multipliers for the 15 cost driver attributes in Table

6 (I.35, in Table 6). The resulting estimated effort for the project is then

(44 MM) (1.35) = 59 MM. 1-99



Step 4. Estimate Related Project Factors

COCOMO has additional cost estimating relatlonshlps for computing the

resulting dollar cost of the project and for the breakdown of cost and effort

by life-cycle phase (requirements, design, etc.) and by type of project

activity (programming, test planning, management, etc.). Further relation-

ships support the estimation of the project's schedule and its phase distri-

bution. For example, the reconm_ended development schedule can be obtained

from the estimated development man-months via the Embedded-mode schedule

equation in Table 2:

TDE V = 2.5(59) 0.32 = 9 months

As mentioned above, COCOMO also supports the most common types of sensitivity

analysis and tradeoff analysis involved in scoping a software project. For

example, from Tables 3 and 4, we can see that providing the software develop-

ers with an interactive computer access (Low turnaround tlme) reduces the

TURN effort multiplier from 1.00 to 0.87, and thus reduces the estimated

project effort from 59 MM to

(59 Ml_)(0.g7) = 51 _.

The COCOMO model has been validated with respect to a sample of 63 projects

representing a wide variety of business, scientific, systems, real-time, and

support software projects. For this sample, Intermediate COCOMO estimates

come within 20% of the actuals about 68% of the time (see Figure I). Since

the residuals roughly follow a normal distribution, this is equivalent to a

standard deviation of roughly 20Z of the project sctuals. This level of

accuracy is representative of the current state of the art in software cost

models. One can do somewhat better with the aid of a calibration coefficient

(also a COCOMO option), or within a limited applications context, but it is

difficult to improve significantly on this level of accuracy while the

accuracy of software data collection remains in the "_ 20%" range.
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A Pascal version of COCOMO is available free of charge from the Wang Insti-

tute, under the name WICOMO [Demshki et al, 1982]. It can be obtained by

sending a tape to:

Professor James Bouhana

Wang Institute of Graduate Studies

Tyngsboro, MA 01879

with a request for a copy of the WICOMO model and user's manual.
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A Method To Measure The "Effective Productivity"
In Building Software Systems

Lawrence H. Putnam

Douglas T. Putnam

Lauren P. Thayer

If an average programmer can turn out 10 lines of source code

per day, then a 10-man project group can turn out 45,000 lines in two

years. Right? No, of course not. Twenty five years of overruns have

taught the computer industry that this simple productivity-times-time

formula does not work reliably.

Perhaps the daily productivity measure is at fault. After all,

early in the two-year project most of the team were busy defining

specifications, selecting algorithms, and designing the procedures

that would ultimately be reduced to source code. Then late in the

project they were occupied with inspection and testing -- finding

bugs and fixing them. In fact, some studies have revealed that only

10% of project time is spent actually coding.
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Whatwe really need is an overall,measure of the efficiency with

which a software project is carried out. Webelieve that there is

such a measureand weexplain what it is and how it can be used to plan

software projects more satisfactorily.

Moreover, becausefinding and fixing bugs takes a lot of time and

in this way affects project productivity, weshowhowthe length of

the project schedule affects error rates and, in consequence,howa

goodschedule can reduce errors and increase the "effective produc-

tivity" in this way as well.

Simple Productivity Inadequate

First weneedto consider what simple productivity is and why,

by itself, it is an inadequatemeasurefor use in developing software

systems. The traditional definition of software system productivity

is the total output divided by the total effort required to produce

the system.

In one sense the total output of a software developmentproject

embracesspecifications, design, source code, object code, test

results, and documentation-- the total functionality that has been

created. However, this total would be hard to measure. For practical

purposes it has beenfound that the numberof lines of source code that

were developed (not counting code picked up bodily from earlier work)
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is proportional to this functionality. Thus, delivered (or developed)

source lines of code -- DSLOC is the numerator in the productivity

expression.

Effort is measured in manmonths or manyears of manpower applied.

All the work involved in producing the total functionality must be

counted.

The ratio of total output/total effort, i.e. source statements/

manmonths, is the system productivity. We shouldn't confuse it with

programmer productivity, especially with coding productivity. As we

have seen, coding is only a small portion of the work involved in

building systems.

Furthermore, system productivity embraces far more than the

efficiency of individual professionals. A software development

project involves a group of people of varying talents, one or more

levels of management of various degrees of competence, a programming

language of high or very high order, a variety of software tools, and

the use in varying degrees of modern programming practices such as

structured design. All together, these variables make up what has

come to be termed the software environment. These environments vary

widely from one organization to another. It is a matter of common

observation, if not heretofore precise measurement, that these

environmental features lead to software groups of widely different

"effective productivity."
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However,the most serious problemwith the source statements/

manmonthsratio as an objective measureof this complexenvironment

is that productivity has beenfound empirically to vary with the

length of the project schedule, or developmenttime.

There are a numberof different time-effort strategies which a

managementcan use to build a given software system. At one extreme

managementassigns a very large numberor people in order to get the

systembuilt in what it hopeswill be the shortest possible time. At

the other extreme it lets a few people work for a longer time until

the job gets done. This situation usually happenswhenpeople or

moneyare scarce. Of course, there are a range of strategies between

these extremes.

In the first approach, the "unduly short" schedule, wehave

observed that system productivity is low. In the secondapproach, the

"reasonably long" schedule (with the samepeople and environment), the

productivity is high. This finding runs counter to our intuition --

that driving a project makesit productive.

Scheduletime is not explicitly stated in the definition --

source statements/manmonths.The "manmonths"of effort maybe

expendedin an "unduly short" schedule or in a "reasonably long" one.

Therefore, it follows that weneed an "effective productivity"

expression that explicitly takes into account schedule time, or

I-II0



development time. This expression exists. Lawrence Putnam discovered

it seven years ago when he was working for the Army Computer Systems

Command at Fort Belvoir. He called it the software equation.

The software equation is represented by:

S z Ck K I/3 td4/3s

where,

S =
s

Ck =

K

E =

t d =

Executable source statements developed

on project

Technology constant (efficiency level)

Life cycle effort

Development effort

Adjusting factor

Development time (schedule)

Number

Number

Manmonths

Manmonths

Number

Months

In words, the software equation states that a system of a

given size in source statements (S) can be developed in a period
s

of td months using E manmonths of effort at an efficiency level

of Ck .
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The software equation was derived empirically from a study of

historical data covering some 200 systems from a half a dozen

organizations. Since then it has been further verified by data from

about 600 additional systems from many organizations.

This equation multiplies time and effort together. Thus, a

change in the schedule causes a change in the effort required to get

the product done to meet that schedule. This effect can be thought

of as a software development trade-off law. It permits time to be

traded for effort.

Most people familiar with software development agree that there

is a time-effort trade-off relationship, even though it runs counter

to the intuition based on hundreds of years of experience with simpler

work processes. What is seldom appreciated without the software

equation to measure it is the magnitude of this trade-off. The

equation demonstrates that software development is a process extra-

ordinarily sensitive to time, i.e. schedule time. Because of the

exponents in the equation, very small changes in time produce very

large changes in effort. A substantial amount of data on completed

projects supports the view that this trade-off is close to the

inverse fourth power.

Thus, the software equation becomes a very powerful tool for

planning and monitoring software development. If an organization

deliberately plans to take a little longer, it can reduce the effort
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required to produce its system by a very substantial amount. This

plan must be adoptedbefore the project starts; managementcannot

just slip into it. Moreover, a few good people given enoughtime

to build a product right makefewer errors that have to be found

and fixed later, at still more schedule expense.

TechnologyConstant. The technology constant, Ck , is the

constant that appearedwhenthe software equation wasderived from

empirical data. Fromobservation of a numberof projects, the

constant appearedto represent the overall efficiency of the

organization developing the software. This observation seemsto be

logical -- manpowertimes time times an efficiency factor normally

equals the work produced.

More formally, the technology constant is a macroscopic

parameter that measuresthe aggregate impact of all influences that

affect how long it takes and howmucheffort is required to build

a system. In essence, this parameter measureshowefficient an

organization is in building a certain class of software.

A very efficient producer of management-information-systems

software, for example, would have a high value of Ck. This type

of environment would typically_ncludeon-line development, good

software developmenttools, strong professional skills, stable

requirements, etc. A less efficient producer would have a lower

value for Ck. For a product of a given size higher values of Ck

produceshorter schedules that require less effort.
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This outcome is the real objective of system building. The

technology constant measures this objective very well. It is a

measure of "effective productivity".

The value of C k is not based on guesswork or rough estimates.

For a system that has been recently completed, three terms of the

software equation are known: the number of lines of source code

developed, the development time, and the development effort. Thus,

the fourth term, C k , can be calculated with the same precision as

the known terms.

After collecting and analyzing the technology constants for more

than 800 systems, it was evident that there is a set of technology

constants and that each level of this set is related to a particular

class of development work. The levels appear to be driven primarily

by the complexity of each class of work. The same values of the

technology constant have been observed in similar organizations

building the same type of software during the same time frame, i.e.

periods during which the software environment is comparable. In

calculating the technology constant for a given organization, one

should be careful to include only homogenous classes of work, i.e.,

all business systems or all real-time embedded systems, etc.
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RADC Trend Lines. The data base of software project data

collected by the Rome Air Development Center provides the opportunity

to examine the relationship between simple productivity and developed

source lines of code (Figure l), project duration and DSLOC (Figure 2)

total manmonths and DSLOC (Figure 3), and average number of people

and DSLOC (Figure 4). This data base, obtained from a wide variety

of applications organizations, is the largest heterogeneous data

base ever collected. Richard Nelson of RADC analyzed the data base

with respect to these management parameters. The range of the data

base is suggested by the extent of the number of source statements

per system -- from about 100 to over one million, a range which spans

the scope of most systems ever built.

On the figures, because both scales are logarithmic, the

relationships plot as straight lines, indicating that the basic

functions are power functions. The middle line in each case repre-

sents the average best fit of all data points. The upper and lower

lines are the plus one and minus one standard deviation (or sigma)

lines.

The correlations of total manmonths to source statements

(R = .85), average number of people to source statements (R : .80),

and project duration to source statements (R : .70) are quite good.

Even so, there is still a large variation in the data at any

particular system size. For example, at a system size of i0,000
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lines the project duration varies from one monthup to 1.5 years.

It is evident that somethingmore than straightforward correlation

is neededif weare to use these relationships for project planning.

Moreover, the correlation of simple productivity to source

statements is only .03 -- very poor, indicating essentially no

relationship.

Three of the metrics analyzed by Nelson, source statements,

total manmonthsof effort, and project duration (development time)

-- are the sameones that appear in the software equation. His

productivity parameter, however, is different from the technology

constant that appears in the software equation. Useof the set of

technology constants -- one for each class of work -- provides the

capability to sort the data on the vertical axis, makingthe result-

ing curves moremeaningful.

CaseStudies

In this section weapply the methodologybasedon the software

equation to the data resulting from the developmentof five actual

software systems. Thefive systemswere built by three well known

and respected organizations. The systemsfall into three application

categories with, as weshall see, three different technology

constants:

(I) Real-time embeddedsoftware -- a cruise missile;

(2) Systemssoftware -- the EXECoperating system;

(3) Manufacturing support systems--

(a) Parts No.

(b) RFM

(c) Materials
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For each project the size (source statements), developmenttime,

and developmenteffort are known. Fromthis data the technology

constant wascalculated.

Since the values of the technology constant have beenobserved

to range from 610 to 121,393 in a series of 22 discrete steps, it is

convenient to translate these large numbersinto a series of small

numbers,running from one to 22.

Another parameter, called the gradient level, was also

calculated. The formula for the gradient level is:

Gradient = K/td3

i.e., the gradient level is the ratio of life cycle effort to the

development time cubed. As in the case of the technology constant,

the calculated values are transformed to a linear sequence ranging

from one to six.

The gradient level measures how fast management actually applies

people to a project. For example, if a system's functional content

is well known, management could build the project's staffing to a

high level quickly. Such a project would have a relatively high

gradient level, perhaps in the range of three, four, five, or six.

On the other hand, gradient levels one or two represent a very gradual

buildup of manpower. This level seems to match fuzzy, ill-defined,
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and largely sequential problemswheretime compressionby meansof

parallel effort is less feasible.

Table l summarizesthe knowndata for these five systemsand

displays the results of the calculations. The table is in the form

of computer printout becausethe calculations were performed by a

computerized implementation of the software equation called SLIM

(for Software Life Cycle Methodology). In SLIMthe Calibrate function

calculates values of the technology factor and the gradient level from

data of previously developedsoftware projects.

In Figure 5 the technology factors of the five systems are

plotted. By meansof Figure 6 these technology factors maybe

contrasted with the technology factors of all the systemspresently

contained in the SLIMdata base.

In certain situations where resources -- people or money --

are constrained, it is possible to force a project to be built in a

very sequential way even though high degrees of parallelism would

have been possible. The after the fact gradient levels measure how

projects were actually built, not how they might have been built.

For example, a system that is being rebuilt, which normally falls

in gradient level three, may have been built like a new and complica-

ted system, which usually falls in gradient level one, because only

seven people were available to work on it.
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Whena situation like this occurs, it is an indication that the

software trade-off law is being exercised. Indeed, four of the five

systems in these examplesare cases wheretrade-offs did take place.

They are the EXECoperating system and all three of the manufacturing

support systems.

Cruise Missile. In this case the software wasembeddedin a

computer contained in a cruise missile. Its purpose was to process

a stream of radar information reflecting the terrain below the

missile. Becauseof limited memory,the need to maximize processing

speed, and the extreme complexity of the algorithms used, it was

necessary to write the 5800 instructions in assemblylanguage.

The resulting technology constant was754 (technology factor of

one), the lowest value that wehave observedhistorically. This low

value wasdetermined by the fact that the project was very difficult.

The gradient level wasalso one, a level wewould expect for such a

complexsystem.

Wehave observed that projects involving micro code or ROM-based

firmware also tend to be at the low end of the technology factor scale.

These two, together with real-time embeddedsystems, appear to be

equally difficult to solve.

EXECSystem. This systemcan be classified as an operating

system -- a system executive. It wasdesigned to run on a standalone
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computer and handle all data and memory management functions. It was

written primarily in Fortran (80-85 percent) with the remaining 15 to

20 percent being written in assembly language in order to optimize

certain functions.

The system was done under contract by a large computer

corporation. The project manager was adamant that the team used on

the main software build be kept small -- not more than 10-12 people.

He insisted that he was not going to be talked into trying to "steam-

roller" this project with large numbers of people. The main reason

for his insistence was his intuitive feel that small groups could

communicate much better than large groups. He felt that a small team

would be better able to implement the structured, modular approach

which he planned to use extensively. Among the tools he used were

front-end structured design, PDL (a design language), and code walk-

throughs. The ultimate result was a very modular and efficient code.

In the beginning the system was designed and coded around an

Interdata 7/32 central processing unit. This machine had some signi-

ficant memory constraints which somewhat compromised the design.

Approximately one-third of the way through the development the

software builders switched to a Perkin-Elmer 3242 as the development

machine. This CPU did not have the memory problems of the earlier

one, but it did permit the overall design to remain consistent with

the original concept. (It is not clear in retrospect whether the

switch of machines caused a break in the continuity of the project
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-- it usually does.) Both development computers supported on-line

interactive development.

EXEC consisted of 61,000 lines of executable code. The

development time from detailed logic design to full operational

capability was 33 months; the effort expended during this period

came to 248 manmonths.

Trade-Off Verification. When these data were run through the

computerized implementation of the software equation, the result was

a technology factor of eight (equivalent to a technology constant of

4181) and a gradient level of one. The gradient level may be thought

of as the manpower acceleration rate -- the rate at which manpower is

applied to the project. As described by the project manager, however,

we would have classified EXEC as a standalone system of gradient level

two. Gradient level one, determined by calculation, indicates how the

work was actually done.

This discrepancy between the expected and the actual is often a

clue to the fact that management has made a trade-off. A system of

gradient level one takes longer than a system of gradient level two.

In consequence, if the actual time is significantly longer than the

minimum time for that type of system, the difference was very likely

caused by some management constraint, such as restricted funding or

limited manpower. In this case the constraint was the 10-12 people

beyond which the project manager was not willing to go.
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Taking another approach, a MonteCarlo simulation was run. This

simulation is one of the features of the SLIMpackage. The simulation

used the actual size of EXEC(61,000 source statements), and the

technology factor (eight) obtained by calibration, but used a gradient

level of two, corresponding to the project manager'sdescription of

the work. The simulation producedthese figures:

MinimumDevelopmentTime

DevelopmentEffort

25.8 Months

658 Manmonths

These results were encouraging, since the actual time was7.2 months

longer than the simulation output and the actual effort wasonly 248

manmonths.

Wenext reasoned that if the manmonthswere set to the actual,

SLIMwould calculate a development-timesolution very close to the

actual data point, 33months. SLIMhas a Design-To-Costfunction

which performs this calculation. Sure enough, the outcomewas a

perfect fit, 33 months. It appears that the fourth powersoftware

trade-off law was valid for this case. A 29%stretchout in the

development-time schedule had produceda 62%reduction in cost.

Supposethat wehad assumeda gradient level one system. Then

the minimumtime result would have been28.5 monthsand 438

manmonths. In this instance an 18%stretchout had produced a 48%

reduction in cost.

The actual computerprintout of the foregoing calculations is

reproduced as AppendixA. 1-122



Manufacturing Support Systems. Thesethree systems, RFM,Parts

No., and Materials, were built by the samecompanyto support manu-

facturing operations. Over a four year period (1978 - 1982) this

companymovedout of a non-IBMenvironment into a very modernlarge-

scale IBMmainframe one. The software developmentpeople using this

newenvironment characterized it as muchbetter for software develop-

ment than the old one. The utilities that they formerly had to create

were now available as part of the normal IBMdevelopmenttool kit.

Additional capabilities included a data base managementsystem and a

full capability screen editor. The group also used the ADEtools

associated with IDMS. The developing organization is very tool-

conscious. It upgrades and assimilates newequipmentand software

tools on a regular basis. The functional designers madeextensive

use of the PRIDEstructured developmentmethodology.

Futhermore, this organization is awareof the software equation

and makesstrong use of the trade-off law. It choosesto build

software with small groups of people; in other words, its projects

are manpowerconstrained.

Its results are further proof of the efficacy of this methodo-

logy. The technology factors for the three systemsare 15, 16, and

17 -- in the top 10%of what has beenobserved in the United States,

Europe, and Japan. Moreover, it is interesting to note that this

organization movedfrom a baseline technology factor of 12 in 1978
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to a factor of 16 in 1982in its newenvironment. This increase

appearssubstantial, but translated to terms of the technology

constant, 10,946 to 28,657, it is a phenomenalincrease in "effective

productivity." Usedin this way the technology constant is a good

measureof the real increase in efficiency of an organization.

Futhermore, this organization has found that it gets a higher quality

product using this software developmentphilosophy. This point is

further developed in the sidebar.

Materials System. It is worth taking a moredetailed look

at one of these systems-- Materials. First, it is a very large

system, containing 700,000 lines of Cobol. Built in the environment

described above, it took 38 monthsand 384 manmonths. Thetechnology

factor was17, corresponding to a technology constant of 35,422. This

is a very high technology factor -- in the top 5%of what has been

observed. Thesefigures, and others to be developed, are sunmlarized

in Table 2 for convenient reference. The systemdesigners described

Materials as a rebuild of an existing system.

The actual data from Materials was run through the computerized

implementation of the software equation in order to determine the

minimumtime that would have been required to complete the project,

assuminga gradient level of three. This level wasused becauseit

corresponds to the fastest manpowerbuildup rate possible for a

rebuilt system. This gradient level represents a considerably faster

1-124



buildup than the one which actually occurred. Calibration of the

actual data showedthat managementworked the problem like a gradient

level one.

This difference in gradient levels is a good indication, as we

mentionedbefore, that a trade-off has, in fact, taken place. Running

the MonteCarlo simulation in the SLIMmodel producedthe following

results:

MinimumDevelopmentTime

DevelopmentEffort

27 Months

1434 Manmonths

However,to build the system in this minimumtime would have required

a peak staffing of 82 people, and this organization typically

doesn't use this manypeople on projects. In actuality, Materials

took 11 months longer to build than this minimumtime, but it used

muchless effort.

To test the actual results against the fourth powersoftware

trade-off law, the Design-To-Cost function in SLIMwasused. Putting

in the actual recorded manmonths,384, the Design-To-Cost function

predicted a developmenttime of 37.45 months, only two weeksoff from

what actually happened. This prediction is very close, considering

that most people don't record the data moreaccurately than whole

months.
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Thus, the eleven monthstretchout of the schedule from the

minimum-timeestimate reduced peak staffing from 82 to 16 people, a

reduction of 60%. The increase in developmenttime, from 27 months

to 38 months, amountedto 39%. This increase in developmenttime was

traded for a reduction of I050 manmonthsin effort, a decrease of

73%. At a burdenedlabor rate of $50,O00/manyear,this reduction

represents a cost saving of $4.5 million.

The actual computer printout of the foregoing calculations is

reproduced as AppendixB.
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Sidebar

Software Error Prediction

Somework in software reliability --or software error prediction--

has also been incorporated in the SLIMcomputermodel. At present this

model is backedby a lesser quantity of historical data than the soft-

ware equation, but its output is useful for comparative purposes,

even if it is not precisely correct. The reliability model provides

the capability to comparethe expected error rate for the minimum-time

solution against that for the actual-time development in the case of

the Materials systemor the Design-To-Cost solution for pending

projects. By this meansmanagementcan establish that there are

quality trade-offs, as well as effort trade-offs, betweenthe different

development-timeapproaches.

Themodel showsthat whenthe Materials system first became

operational (on the 37 monthschedule), it had a MeanTime to Failure

{MTTF)of about one week. In other words, the average time between

major system failures that required prompt corrective action was about

one week. During these 37 months some 474 errors (range 393-556)would have been

identified and fixed out of a total of 500 (26 more) found through the

first 20 months of operation. This level is very close to the reliabi-

lity level experienced in the field.

On the other hand, for the minimum-time schedule (27 months) the

reliability model predicts a MTTF of only .05 months (about one work

day) and 1776 errors (range 1483-2068)up to full operational capability
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out of 1870errors (94 more) through a 15 month "Work emOut"

maintenanceperiod.

It is evident that there is a significant difference in the two

approachesto development. This difference seemslogical. Because

software development is manpower-intensive, people in it spend a

great deal of time trying to communicatewith one another. The human

communicationprocess is ambiguous. Therefore, erroneous human

communicationis always happening. In consequence,software develop-

merits that have large amountsof humancommunicationtend to generate

more "noise." This meansthat large numbersof errors occur in such

systems and the meantime betweenfailures is short.

By reducing the humancommunicationon a project, management

can also reduce this noise. A few goodpeople given enoughtime will

not commitnearly as manydesign or coding errors. Thecomputerized

printouts showhowthe quality changesfrom one solution to the

other.

1-128



Case Studies Vs. Data Base

Earlier we showed trend lines derived from RADC data base for

productivity, total manmonths, average number of people, and project

duration -- all plotted against source statements. Now we have

obtained comparable data for three classes of software: a real-time

embedded system, an operating system, and three manufacturing support

systems. The next step is to plot the case data on the trend lines

established by the RADC analysis.

Productivity. In Figure 7 the productivity in source statements

per manmonth for the five cases have been superimposed on the log-log

plots of trend line plus and minus one standard deviation. The produc-

tivity of the cruise-missile project falls more than one standard

deviation below the average productivity of the over 400 systems in

the RADC data base. The software in this case was extremely complex

and had a very low technology factor (one on a scale of 1 to 22).

The development strategy was minimum time, which corresponds to

maximum effort. Not surprisingly, the productivity of the cruise-

missile software plots exactly where one would expect, i.e., very

low.

The productivity of the EXEC system plots almost exactly on the

average trend line. With a technology factor of eight, lower than the

average technology factor of all the systems in the RADC data base,

we would expect to see slightly lower than average productivity. In
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fact, we would have if the minimumschedule (maximumeffort) strategy

had been employed. Under this strategy productivity would have been

61,000/665, or 93 source statements per manmonthof work. This level

of productivity would plot well below the average trend line. In this

case, however, we knowthat the project wasconstrained to a maximum

staffing of 11 people. This manpowerconstraint causeda 7.2 month

increase in the scheclule and a substantial reduction in effort. As a

result, the productivity for the system as it was actually built is

61,000/248, or 246 source statements per manmonth of work. This level

of productivity is much higher than the one associated with the

minimum-time strategy. Thus, the more efficient schedule explains

why the EXEC system's productivity plots on the average trend line

even though a technology factor of eight initially cause us to think

it would be lower.

The three manufacturing systems have very high productivity rates,

well beyond the plus one standard deviation line. All three of these

systems had very high technology factors and all were resource-

constrained by the organization's small-team development approach.

Consequently, all three of these systems fall in the trade-off region.

We see that this organization's capital investment of tools, coupled

with its development philosophy, has paid off. In fact, its producti-

vity points plot two to three standard deviations higher than the

average of the more than 400 systems.
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Project Duration. In Figure 8 project duration is plotted against

system size. The duration of the cruise-missile project is more than

one standard deviation longer than the average. The very complex nature

of this work intuitively leads us to expect this result.

The EXEC system plots close to one standard deviation longer

than the average duration. Why? Because the schedule was deliberately

stretched out 7.2 months from the minimum-time schedule. The trade-off

becomes evident.

The three manufacturing systems all plot very close to the average

duration. In these cases the influence of the high technology factors

tends to shorten the development schedules even though the schedules

were stretchd out to take advantage of the trade-off of time against

money. The Materials schedule, for example, was stretched out 11

months, but even with this dramatic time stretchout, it still plots

slightly shorter than the average duration. The other two systems

were handled in a similar way.

1-131



Total Manmonths. Figure 9 represents total manmonths versus

system size. Since manmonths are proportional to cost, this graph

also represents the expense of building a system. The three manu-

facturing systems required two to three standard deviations less

effort than the average. The great reduction in manmonths means that

these systems were very inexpensive, compared to what other organi-

zations have paid historically for similar sized systems. Again,

this figure shows clearly that this organization's capital invest-

ments and development practices have paid off handsomely.

Total manmonths for the EXEC system are sightly less than the

average. This result is attributable to the constrained resource

development aproach (trade-off) that was used.

The cruise missile, being more complex, had lower productivity,

took longer to build, and required more effort. In its case the

effort was more than one standard deviation higher than the average.

Average Manpower. This graph is essentially the same as the

previous one, since total manmonths and average manpower are related.

As we would expect, the cruise-missile software required a greater

than average number of people.

The EXEC system took less than the average number of people --

not surprising because the system was resource-constrained at II

people.
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The manufacturing support system used significantly fewer people.

All three systems fall two to three standard deviations below the

average.

Path To Effective Productivity

The graphs support the conclusion that the software equation is

very close to expressing the way software systems behave with respect

to changes in the development schedule and effort. The large number

of systems in the RADC data base provides an objective means to measure

the performance achieved on a variety of projects. The technology

constant derived from the software equation and its index expression

as the technology factor supply the capability to measure the relative

level of overall efficiency in homogeneous classes of work.

When these metrics are combined, they give a good account of how

you really performed. This measure of your efficiency becomes more

meaningful as you acquire new tools and develop new methodologies.

Measure the old projects. Measure the new projects. Did you really

get the payoff that you anticipated? What is the payoff? Are you

getting an equal or better quality product in less time, using less

effort and fewer people? This software life-cycle methodology gives

you numbers that you, as a manager, are used to thinking in.
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Using this approach you will be able to capture the long-term

dynamics of the software development process. As your environment

changes over time, you will be able to assess more effectively the

actual capabilities of your organization. You can feed this infor-

mation back into your estimating process to make your estimates

consistent with your organization°s current capabilities. But most

important, you can enhance the effective productivity of your organi-

zation with respect to both resources and quality.
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ABSTRACT

PRICE S

PETER B. KORDA

RCA/PRICE SYSTEMS

This paper describes PRICE S - a parametric cost estimating

model for software development and maintenance.

PRICE S is an interactive model, accessed on commercial time-

sharing computers via telephone lines from standard office

terminals. Immediately following the entry of project descriptors,

the model derives and displays projected costs for each of three

development phases: Design, Implementation, and Test Integration.

In addition to costs, the model computes typical schedules for

the size, type and difficulty of the project described. If

desired, manpower and scheduling contraints which apply to the

software development effort can be specified. The consequences of

these constraints are examined internally, and costs are adjusted

to account for apparent accelerations, stretch-outs and phase

transition inefficiencies.
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ADJUSTING SOFTWARE ESTIMATING MODELS TO OBTAIN

COMPARATIVE RESULTS:

A PROGRESS REPORT

By: Bernard Rudwick

Chief Management Scientist
PRC Government Information Systems
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As software parametric estimating models increase in use, model users are
faced with two challenges. First, an increasing n_nber of automatedsoftware
estimating models are becomingavailable through lease or purchase. These include
RCA PRICE S, SLIM, COCOMO,JensenJS-I, and SOFTCOST.In addition, someusers are
developing their own models since they feel they moreaccurately represent their

work process. So the user needs to determine which model(s) best serve his/her
organization. A second challenge is that more and more users now have access to

more than one model. As one example, a software developer may wish to obtain
higher confidence in the estimates and henc_ checks the results of one model

against another before presenting the model results to the client, as illustrated

in the top part of figure I. A second situation involves the government (or other)
client being presented with two cost proposals for the same system. In this case
the client needs to compare the results from two or-more vendors as shown in the

middle part of figure I. Finally, a vendor may state that he used a particular
model for making the cost estimate, and the government client may choose to

validate the cost estimate using a different estimating model.

On one hand it would appear that the use of more than one model has definite

benefits. Since each model uses its own set of algorithms and unique inputs, each

model "looks" at the software development process in a somewhat different way.

Hence, the set of different outputs obtained yields a range of uncertainty bounding
the "correct" cost and completion time, as illustrated in figure I. On the other

hand, unless the models have been used in a consistent fashion they can actually

describe different, inconsistent sets of conditions, and the range of uncertainty

obtained will be wider than it need be. Thus it behooves the recipient of the two
(or more) sets of results to become familiar with each of the models used, and be

able to validate that the set of conditions postulated are consistent, if not
identical. The objective of this paper is to provide the user with certain

guidelines for doing so.

I was first confronted with the problem under discussion when working on a
joint project between PRC and Martin Marietta. Using the SLIM model I provided the

project with cost estimates that differed considerably from those obtained by two
Martin analysts using the RCA PRICE S model. In fact each of these analysts came

out with different results while using the same model. A fourth (different) set of

results was obtained by an analyst using an internal Martin Marietta model.

Obviously, it was important that we resolve this probia_ prior to our meeting with
the client where we were asked to present the results obtained from each model.

In attempting to correlate these different results, several points became

obvious. First, the two analysts using PRICE S used different inputs which
obviously produced different outputs. The second point is that PRICE S defines

"Development Costs" and "Development Time" differently from SLIM, and hence an
adjustment of the SLIM results had to be made to be consistent with the PRICE S
results.

As Chairman of the Software Subgroup of the SSCAG (Space Systems Cost Analysis
Group), I thought this problem important enough to organize a working group which

would identify structural differences which might exist among the models, and
devise a way of introducing more consistency into the estimating process. For ease

of meeting an East Coast committee was formed to grapple with this process.
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Members of the committee were Bob Park (RCA PRICE S) and Larry Putnam (SLIM),

representing two model builders; Chris Mankiewlch (MITRE), and myself (PRC),

representing model users; LtCol Frank Hall (OSD P&A) and Steve Gross (USN),

representing DoD; and Tom Masters (NSA), Jack Murray (NSA), representing both users

and DoD. Since the membership was drawn from both SSCAG and ISPA members, Ed

Tilford (Sperry Univac) and I agreed to co-chair a Joint SSCAG/ISPA Software

Parametrics Committee to handle projects such as this.

The objective of this paper is to present an overall discussion of the

problem, and a progress report of the results to date.

2. Proiect Boundary Conditions

To appropriately manage this project certain ground rules were established.

First, as indicated previously, since each of the software models are different in

both inputs required and algorithms used, it was obvious that the results obtained

from the different models are bound to be different. Hence the objective of the

effort was not to compare the accuracy of the models. Rather it was to analyze

each of the models to see if there is any guidance that could be furnished to users

of these different models to enable them to produce results which, while not

identical, would be at least be _ with one another. Second, to test the

methodology to be used, the initial phase of the effort would confine the scope of

the problem as follows:

o Compare PRICE S to SLIM, including other models in the next phase.

o Focus on the major outputs of: I) development time; 2) development effort

required [since labor cost is equal to the product of effort and labor rate,

both can be analyzed under effort]. Manpower staffing schedule, milestones

and the other model outputs would be included in the next phase.

Third, after the initial phase was completed the study would be extended to

include: I) other outputs; and 2) other models of interest. Both Randy Jensen

(Jensen model) and Barry Boehm (COCOMO) have already been contacted and have

indicated an interest in participating in this project.

With this introduction in mind, we shall now focus on each of the factors

which must be considered if the model outputs are to be made as equivalent as

possible.

3. Zng/az/_m The Models

Let us assune the scenario of a user preparing to apply each of the models to

the same problem. As shown in figure I, the set of input characteristics which are

used for both PRICE S and SLIM may be characterized into these major classes:

o Specified development time

o Number of delivered source statements

o Technical and environmental parameters

Each of the models will now be considered for consistency with respect to each

of these characteristics.

3.1 SDecified]lg__Time
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Many times the client specifies to the user in an RFP (Request For Proposal) a
required development time, and this value should be used in estimating the effort
required to develop the system. As indicated previously, the PRICE S and SLIM

models differ in their definition of the phases to be included in the "development
process", so care must be taken to make certain that the same "equivalent"

development time is used for each model. Figure 2 illustrates the various phases

as defined in each model. Perhaps the most explicit definition of the total

software development process is described by Barry Boehm in his book, "Software
Engineering Economics". Hence the software life cycle as describe in this book

was used as the baseline for comparison. Boehm defines five phases up to IOC
(Initial Operational Capability) in his book, as illustrated in Figure 2:

o Plans and Requirements

o Product Design
o Detailed Design
o Code and Unit Test

o Integration and Test, ending at IOC when acceptably tested code
is delivered to the client.

As shown, the COCOMO and SLIM models both assume that development begins

with PDR. SLIM's Development phase corresponds to COCOMO's Detailed Design, Code
and Unit Test, and Integration and Test phases, ending at IOC. SLIM's Development
phase is not explicitly subdivided into the three corresponding COCOMO phases shown

in Figure 2. Instead, SLIM specifies a staffing pattern following the

Norden-Rayleigh distribution. In addition SLIM provides the values of certain
milestones which occur during development{ [The comparative analysis of milestones

will be analyzed in the next phase of this project].

SLIM also generates estimates for two pre-development, front-end analytical

phases: Feasibility Study (which corresponds to Plans and Requirements) and
Functional Design (which corresponds to Product Design).

There is one exception for SLIM which was noted by Larry Putnam. Same SLIM

users end development with what they call "Pilot Test", in which the code has been

acceptably tested on the development computer rather than the operational computer.

Most users, however, continue development by continuing operational testing on the
final operational hardware. Client acceptance at the end of this test phase is
defined as true IOC. The same SLIM model is used for both of these situations.

However, the appropriate calibration factor must be used in each case. That is the

model must be calibrated using historical data corresponding to the appropriate
situation for the new project. Consistency is the major rule!

As shown more clearly in Figure 3, the structure of the PRICE S model differs

considerable from COCOMO and SLIM in a number of ways. First, unlike SLIM, the

basic PRICE S run provides an output report for each separate software subsystem
being considered (three subsystems are considered in figure 3). Each report
provides estimates of time and effort for three development phases:

0 Design
0 Implement

o Test and Integration
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Second, the start of the Design phase in the PRICE S model occurs before PDR and

corresponds to the start of Product Design in COCOMO. Thus the PRICE S Design

phase corresponds to the sum of COCOMO's Product Design and Detailed Design phases.

While these three phases comprise what PRICE S calls development, SLIM acceptance

(of the subsystem) appears to correspond with SLIM's end of Pilot Test. Hence

PRICE S Implement _nd Test & Integrate phases seem to correspond to COCOMO's Code

and Unit Test. To extend the development activity to true IOC another phase,

called System Integration and Test, is required in which Operational Testing on the

final operational hardware is performed. Client acceptance at the end of this

phase corresponds to IOC. Estimates for this System Integration and Test phase can

be obtained by a second PRICE S run using previous values of the input parameters

plus the Integration parameter.

Thus comparability of outputs between the PRICE S and SLIM can be obtained by

realizing that the PRICE S Development phase plus System Integration and Test phase

is equivalent to SLIM's Functional Design phase and Development phase. Thus it

must be determined if the client's specified development time begins with PDR (as

with SLIM) or begins with SLIM's Functional Design phase. Appropriate input values
to the different models can then be made.

In closing this analysis of the PRICE S development phases it should be noted

that Bob Park indicated that some PRICE S users operate the model by defining IOC

to be at the end of the first PRICE S run (ending at Test & Integrate), and do not

make the second run of Install and Test. As in the discussion of SLIM, the model

can be used this way if it is calibrated accordingly, using past historical data

defined in the same way. Again, consistency is the rulel

One other major difference between the SLIM and PRICE S models with respect to

schedule should be stated. SLIM initially calculates the minimum development time

and the effort for this. The user can then insert a larger required development

time, and the new value of effort will be calculated. This value will be reduced

as the fourth power of the ratio of the longer scheduled time to the minimum time

previously calculated. PRICE S also calculates two development times. First it

provides the nominal time based on a typical schedule (remember that this time

and effort also includes the front end systems design, equivalent to the Functional

Design phase of SLIM). When a specified schedule is stated as an input, PRICE S

increases the effort (whether this specified schedule is greater or less than the

typical schedule), but not to the same degree 8s SLIM.

3.2 N_berof_source statements

In the case of SLIM, these are the equivalent number which must be developed

or reworked, specified in the units of the predominant language used. For PRICE S

they are in equivalent units of delivered, executable, machlne-level statements.

Thus an acceptable conversion factor must be used to produce equivalent values of
this parameter for both models.

3.3 QtherI__ Parameters

The remaining input characteristics consist of a set of parameters which

further describe the characteristics of the system requirements, the capabilities

of the available personnel, and the development tools they will employ. The COCOMO

and SLIM models provide a calibration parameter which reflects the past experience

of similar type projects in the form of a "Productivity Index". PRICE S actually
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uses two calibration parameters. The first, called RESOURCE,permits the user to
insert data relating to past experience (delivered lines of code, development time,

and effort), which allows PRICE S to calculate the value of RESOURCE associated

with past projects. This value plus the complexity parameter are then used to

"fine tune" the PRICE S model to accoBm_odate future developments of the same type

of projects. One word of caution regarding this type of calibration is in order.

The calibration factor is based on the same set of conditions as the past

project(s) (unless you specifically tell the model otherwise). This means that the

same mix of personnel are ass_ned. (Are secretaries and other support personnel

included in the effort, or carried as overhead?). As described previously, the

same definition of completion time is implicitly assL_ned. This may mean a true IOC

with a given acceptability standard. Or it may .mean development ends with "Pilot

Test" and a lower acceptability stahdard. SLIM operates in a similar fashion, in

which the calibrate function generates a "Technology Factor" which is then used in

all further calculations. Thus, it must be emphasized that all models need to be

calibrated using data from certain past projects that are most closely related to

the new proposed project being estimated. To the extent that the new project

differs from these past projects the analyst may then modify the estimation
procedure to reflect these differences as follows:

o

o

Change the calibration factor (or other parameter values) to reflect the new

method of implementing the development process.

Adjust (add or subtract) the model outputs of time and cost to account for:

I) all cost elements which should be included in the final estimate; and 2)

total completion of Development to the true IOC as defined by the client; 3)

any differences in the clients acceptability standards of the software

product delivered.

4. f_9_iyofAoDroach

Having described the analysis used, we shall now summarize the key points

involved in obtaining comparable results from different parametric models:

a. The situation described is the use of different models for estimating the

development cost of the same software system.

b. Formal ground rules or guidelines should be issued to all model users so that

they may understand the potential pitfalls which prevent obtaining equivalent

estimates, and hence can avoid these pitfalls.

c. To assure

sy stem design
time:

uniformity of deliverables (between separate vendors generating the

and their estimates), two definitions of terms must be made ahead of

o The term "Software Development" needs to be defined in either of two ways:

I) As in the case of SLIM and COCOMO (i.e. starting with detailed design at

PDR); or 2) as in the case of PRICE S to include Product or Functional

Design. This ties down the definition of the start of development.

o Proper definition of IOC, in terms of meeting the acceptance standards of the

delivered system on the operational hardware system. This ties down the
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completion of development.

Based on these definitions, the definition of development schedule will be

understood.

d. The objective of the estimating exercise will be to calculate the effort

required to perform the software development at a stated level of

meetin the

e. Calculate the input value of development time to be used based on the following
factors:

o Specified development schedule

o Does this time include Functional Design phase or not?

o Does the model to be used include the Functional Design phase as part of

development time (PRICE S) or not (SLIM)?

o Do projects from which the Calibration Factor was derived include going to
true IOC or not? If not, an estimate of the additional time required to go
to true IOC must be made (and then subtracted from specified development

time).

f. Decide upon the values of the other input parameters used by the model. If
more than one model is to be used by a user the value of each set of inputs should

be generated by the same individual(s) so that relative equivalence can be

obtained, minimizing input errors.

g. From the projects used for calibration, decide if any additional cost elements
must be added to the value of effort calculated by the model, to include:

o Additional effort required from the time associated with the end of

development (as calibrated for the mc_el) to true IOC.

o Additional effort required for development but not included by the calibration
factor.

5. _and Recommendations

Having produced this progress report, here are the tasks to be performed in

completing this project:

a. Circulate this progress report to all members of the Software Co,_ttee, as
well as the model builders (Bob Park, Larry Putnam, Barry Boehm and Randy Jensen)
to obtain their validation of the analysis and findings. In addition, Barry Boehm

and Randy Jensen will be requested to add data related to their models to enlarge

the scope of the report.

b. The scope of effort will further be enlarged by consideration and correlation

of other factors of interest, such as the additional model outputs (milestones,

staffing pattern, code production, pages of documentation, front end plans and

requirements phase etc.
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¢. Recommendations from model builders and users of a common set of terms to be
t_Sedo

', Publication of progress and final reports in the ISPA Journal,
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Software Estimat/nS and Schedul/nS Us/rig Parametric Models

William C. Ch_dle

Martin Marietta Denver Aerospace

Introduction

The June 1983 Aerospace Corporationts Third Nission Assurance Confer_ce

objective is to examlne key elements sad factors critical to space mlsslon

success and to identify tools, techniques sad methods to achieve mlsslon.

assurance. The Software Cost Estimating Workshop wi11 consist of members of

the software cost model development community sad model users, A11 of these

people have extensive experience with software cost estlaatlng and schedulln S

parametric models and have been invited to share this vest experience with

the other members of the workshop.

Nnrtin Marietta's Parametric Nodel

As a member of this invited group. I have been privileged in that I am

a user o£ several of the models that v111 be discussed, as veU ms being the

developer of the Kartin Marietta Software Parametric Cost Estlmatlng Nodel

(PCEH). Being a user as well as a developer, T relate to both activities and

want to share with you some of my experiences, vhlch I hope v111 be of some

benefit to all of you. Kartin Marietta Denver Aerospace decided in 1975 to

establish a study and analysis effort tasked to investigating the software

development process and to learning how to plan, schedule, size and estimate

software. During a period of several years we performed an extensive literature

survey and evaluation of past and state-of-the-art software cost estinmting

models and methods. Figure #1 lists some of the models that were evaluated,

The outcome of this evaluation was that pieces of these models were de-

termined to be useful _r_thin our company environment and were studied in detail,

but none was felt to be adequate for our use. So, Martin Marietta decided to

develop their own company peculiar parametric software cost estimating sad

software scheduling model which came to be known as the PCEM, Parametric Cost

Zstilating Model. The model is designed to run on a WAX 11/780 computer and
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was developed using actual sol,rare development data collected from past

completed software projects. Cost Estlnat£ng Relationships (CEKs) were

created, project and mix complexity factors were estsblished and independent

variables were identified. Software estimating equations were developed

for flight and ground operating envlronnents, for assembly and for hish or_er

language softvare. These equations and our resulting manual and couputerlzed

parametric models have been validated by comparing sizing and labor actuals

with our estimates and by comparing projected schedules to actual sofCvare

development span times on completed projects.

Martin Harletta's computerized software parametric cost estimating model

has provided our esti_natlng and engineering people vlth a cost estimating,

sizing, scheduling and risk assessment tool, This new tool has greatly aided

us during proposal periods and with statuslng on-going projects by provldln S

"to go" cost and schedule estimates. Having a "company peculiar" model which

reflects the specific way Martin Marietta does business gives us a distinct

advantage in costing and scheduling our software development sctivltles.

The Software Development Life Cycle

Figure #2 reflects the software development phases, subphases and design

reviews used by Hartin Harletta. These phases and design reviews are required

_ _u_ s_L_e development standards. The PCEH model estimates budget for

all the phases and subphases reflected in Figure #2.

Figure #3 compares the phases and subphases of software development

covered by our Hartln Harietta model, PCEH, and the phases and subphases

covered by some of the other v_dely used software cost estimating and scheduling

models.

The Nartin Narietca Parametric Cost Est/_ating Model (PCEN) estimates

software development costs and provides a software development schedule for

three organizations: Systems for software development, Test for sof_are
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d_elopsent and Software Engineering for the complete softlmre develol_e_t I/re

cycle. As reflected in Figure t3, our PCEH model schedules and eat/mates the

entire software develops_nt life cycle. Design revteses are used as _lestone

points to monitor how the software development is prosress/_. There are

certain documents that must be completed before a deslgn review can be con-

ducted. Often times front end activities and documents have already been

prepared and our PCEH model identifies these documents and allows credit to

be taken. The PCEM model reflects the Martin Kartetta way of doing things

and expects that the company software standards vlll be followed end that

certain documentation and procedures viii be provided and adhered to. For

instance, the PCEM model questions how requirements are to be defined. The

requlrements definltlon is the most laportant part of software development.

and ve have taken a structured systems analysis approach to defining requlre-

ments and require that loglcal requirements and design be provided prior to

defining a physical design. One tool and technique we have found to be

helpful for requirements and design definition is the use of data flow

diagrams. When data flow diagrams are used during the planning phase (prior

to contract avard) they greatly aid us in detern_Luing the costs and schedules

required for the software development activity.

Data Flow Diagrams and Flow Charts

Data flow analysis (date flow diagrams) and definition methodology

consist of tools and techniques that build a logical model of a proposed

system using graphical techniques which enable users, system analysts and

designers to get a clear and co_N_n picture of the syste,s and how its components

fit together prior to the allocation of requirements to hardware and software.

There has been a great temptation in the past to sketch s physical deslKn

(flow chart) of a new system before we have a full understand_ o_ _1 the
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loglcal requlrenents. In the software world, for Instants, .the very

act of drawing s flow chert means that a decision has already been

made. as to whether the Input wlll be on cards or throu|h a CRT,

which files _11 be on tape and which will be on dlsk, and which

programs v111 produce output. Figure #4 reflects the coemon

conventional flow chart sywbols.

The use of data flow diagram analysis tools to aid in deflnlng

requirements and the design enables the systems analyst to understand

the customer require_ents, and to identify logical requirements without

dictating a physical implementation, This front_end analysis identifies

early those ioglcal requirements which will require trade stud_ activities

before they can be a11ocated to either hardware or software,

Data flow diagrams show the sources and destinations of data.

identify and name the loglcal functions, identify and name the group of

data elements that connect functions together and identify data files

which they access. A complete system (hardware and software) data flow

diagram can be constructed using only three basic symbols plus arrows

that specify the direction of the data flow. Figure #5 shows the four

basic symbols used in Ioglcal data flow diagrams,

The Logical Functional Specification

When the data flow diagrams plus the other documents which make up the

loglcal data flow concept are prepared, we have a loglcal functional

specification. This provides a detailed statement of what the system is

supposed to do, free from physical considerations of how it will be

implemented. This loglcal functional specification represents a firm

baseline of hardware/software requirements from whlc_ to design the system,
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The logical functional specification Is included as a part of the prosram

Systems Requirements Specification. This systems specification reflects

customer, derived and operational requirements which will be allocated

to hardvare, software or other means for solv/nK the customer's

overall problem. Figure f6 is an example of an Input�Process�Output

Logical Data Flow DiaKram.

Architecture

The selection of a hardvare, softvare architecture follows the

data flow diagram activity. The selection of a specific brand of

computers and peripherals foliovs the determination of whether the

design concept will feature a centralized (information processtnK) or

a distributed (network processing) system. F/_ure #7 shows an

example of a centralized and of a distributed system.

Successful Software EsttmattnK

The amount of quality activity that goes Into the front end

process of any software development activity determines how successful

that soft, rare development will be. Successful software scheduling

and cost estimating parametric models must be able to evaluate these

quality activities and must be able to penalize those projects that

do not adequately define requirements. New techniques and tools

such as the use of data flow diagrams wast be taken into consideration

and the parametric model must be able to evaluate Its influence.

Another important criteria of a successful soft.are parasetric

est/matlng model is how it handles lines of code sizing. Source

lines of code vs. object lines of code (machine instructions).

Assembly language vs. high order language. Hany parametric models do

not take into account the difference that the language makes in

determinin K cost estimates. We have found at Kartin Kariett_ that the

language affects both costs and schedule.
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Figure #8 shows sizing in asseably language and Fortran.

Software Development Schedules

The schedule selected can greatly affect the software development

costs and parametric models must be able to accurately determine the

optimum schedule. This schedule must reflect the whole software development

activity and not Just a part of it. Penalty factors must be built into

the models to penalize a schedule that is either too short or one that is

too long.

Software Parmnetrlc Models

The new software development _thodologles and software parametric

cost and schedule models have greatly influenced the way software is being

developed today. Software engineers in the past were skilled in only one

or two of the software dlsclpllnes. They were skilled in defining re-

quirements or design or they were progranmers or test engineers; very few

had a11 of these sol,are development talents. For this reason, the

" engineers' "bottoms up" est_mte of what the software development activity

would cost and how long it would take usually was incomplete, fragmented,

or was Just a partial estimate. The integration of a11 of these separate

and fragmented pieces was often overlooked. Also, the engineers tended to

think of the sol,are development process as a "straight line" approach

where the requirements phase was followed by the design, code and test

phases. What we found out was that "real life" software development

projects were proceeding "Iteratlvely", meaning that some requlreaents

were provided, then a llttle design, then back for more detailed require-

ments, then more design, them some coding, then more design, and so on.

Figure #9 displays a straight llne and iteratlve approach to software

development. The path of such a project moved back and forth through

1-166



the four phases of software development or, as aoftware parametric

modelers have discovered, there were large overlaps between the phases.

Management control over this kind of activity has been dlfflcult.

Interim status reporting, which required the analyst or engineer to estimate

the degree of completion of an activity (such as design being 40Z cowplete

or requirements being 90Z done) meant very little. Management control

cannot be based on activities, as it has in the past. but must now be based

on documentation. What is really being produced in a software project is a

set of dellverables (documentation and code listlngs) of increasing refinement

leadlng up to the dellvery of each document and version of the document.

All of these dellverables must be identified in the Software Development

Plan (SDP) and they must all be statused and reviewed at scheduled design

reviews. Thus, the ground rules of management control of a project have

changed. Today we must put the emphasis on the dellvery of identified

products, rather than the completion of specific activities. Parametric

models must identify with and relate to these software development products.

Summary

In summary, the way we develop software and the methodology we have been

using have been changing. Software parametric models will have to reflect

these new improved procedures. The front end requirements activities are

becoming more and more important, and the percentages of time spent for each

of the four phases of software development has already shifted. Documentation

is being created early and reviewed at scheduled design reviews. New

requirements and design tools are being developed and new languages are

changing the way we have done things in the past. Because of this upheaval,

software estimating and scheduling parametric models will have to consider

and evaluate each new change. Data bases will have to be updated and new

inputs will have to be made to Cost Estimating Relationships to see what
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the effects night be. Past research on the software development process

and the life cycle wtU have to be re-evaluated to see If It t8 still

applicable today. Even though there have been changes for the better.

software developers still are experiencing problems with developing large

real t/me coumand and control software systems. Addltlonal new tools

must be developed end software developers must cont/nue to be retrained

on the use of these new methods and ideas. Both the software development

cmmunity and the parametric model builders uust realize that thls Is a

new era of change, and both groups must communicate to make sure that

the models and the methodology are staying together.
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SOFTWARE

SUMMARY OF

ISSUES AND RECOMMENDATIONS

|.
Software (Instruction Set Architectures)

Issue

MIL-STD-175(_ ISA Executive

Recommendations

Most of the requires MIL-STD-|75_ support

software Is in place; however there is no standard,

commonly used real time executive. _ is recom-

mended that such an executive be developed and made

available.

Suggested OPR

2.

ECSPO, STARS, Industry

Software (Instruction Set Architectures)

Issue

Ada Compiler for MIL-STD-[75_ Computers

Rec_endatlons

The development of Ada Compilers targeted to

MIL-STD-1750A computers Is lagging. It Is recom-

mended that 1750A targets be added to the Air Force

Ada Integrated Environment and/or the Army Ada Lan-

guage System as soon as possible.

Suggested OPR

Iaaue

AJPO, ECSPO, STARS

3. Software (Ada Transition)

Issue

Measurement is critical to better software

development (in general) and maximum use of Ada

specifically. Data collection necessary for mea-

surement is a cost very seldom funded, hence an

activity performed infrequently.

Recommendations

Develop and support a mechanism that would

motivate contractors to collect and make measure-

ment data available. There is some mention of this

in the STARS program plan and International Society

of Farametric Analysts (ISPA). The Space System

Cost Analysis Group (SSCAG) has been addressing
this for coat data.

Suggested 0PR

STARS Program Office, Air Force Space

Division, SSCAG, NASA International Society of

Parametric Analysts (ISPA)
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4, Software (Ada Transition)

Issue

For successful use of Ada (i.e., maximum

benefit - reuseability, portability) significant

training will be required - some estimeCe 35 to

40 days in a 6 month period.

Recommendations

Government should fund development of inno-

vative training programs fostering the use of

technology (e.g., teletrainlng, computer-based

education (CBE), computer-alded education (CAI),
video disc).

Suggested OFR

STARS Program Office, Ada Joint Program Office

Software (Ada Transition)

Issue

Early research has shown that design method-

ologies different from those used today will have

to be adopted to achieve the stated benefits of Ada

(e.g., portability) and to effectively use many of

its features (e.g., packaging).

Recoqaendatlons

Commence evaluation of known design method-

ologies as part of a phased approach to identifying

and developing (if necessary) design methodologies

best suited for Ada.

Suggested OPR

AJPO, Industry

6. Software (Ada Transition)

Issue

Ada will impact the validity of existing mod-

els and paradigms used for software costing and

describing the software llfe cycle. The mandatory

use of Ada may temporarily set back the gains in

the use of models to eetlmete and manage software
costs.

Recommendations

a) Current mode developers and users and the

developers and potential users of Ada

should work closely together during the

current development and future transition

of Ada.

b) Fund the development of engineering exam-

pies, paradigms, and models that reflect

using Ada for software development.



Suggested OPR

Space Systems Cost Analysis Group (SSCAG),

Government, International Society of

Parametric Analysts (ISPA)

7. Software (Cost Estimating)

Issue

Proper use of cast models for system acqui-

sltlon and cost lanagesent often requires the use

of more than one model. The productivity of models

(over 400) and the lack of formal comparative

guldellnes causes problems for conslsteut use

across government and industry.

Recoamendations

Model users must continue their collective and

objective eval--tlon of available models to assure

consistent peru,attic definitions and common appli-

cation methods, and to develop for-_l comparative

guidelines for the results of the various models.

Recent efforts by the International Society of

Parametric Analysts (ISPA) and Space Systems Cost

Analysis Group (SSCAG) are commended.

SuRaested oPg

ISPA, SSCAC

8. Software (Coat Estimating)

Issue

Both the software development coumunlty and

the paramstrlc model builders must reallze that

this is an era of change, perhaps rapld change.

Both groups must communicate to ensure that the

models and methodologies stay linked.

Recolmendatlons

Bore Joint conferences and workshops bringing

together modelers, software development practi-

tioners, and software technology developers.

Suggested OPR

NSIA, ISPA, SSCAG

9. Software (Cost Estimating)

Issue

Cost esti..atlng _odele are highly dependent on

new language development (e.g., Ads), new method-

ologies and techniques, (e.g., reuseable code), and

changing technologies (e.g., tools). As these

change rapidly, the models .my be Invalid or lose

their accuracy.

RecoBmendations

Cost modelers need to work closely with new

language developers and prospect ive users in order

to adapt current models to changing productivities,

new langugage complexities, and peculiar schedule

profiles. An implementation mechanism could be

sponsored symposia and workshops bringing these

groups (modelers new language developers/users

together).
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Suggested 0PR

NSIA, SSCAG, ISPA

I0. Software (Cost Estimating)

Issue

All software cost models depend on lines of

code as the basic input parameter. Industry needs

better methods to estimate lines of code early In

the concept phase.

Recommendations

Continue existing efforts to collect and

analyze data on program size to determine its

correlation with other parameters that are avail-

able with greater definition at the concept phase.

Suggested OPR

Model developers, InternaClonal Sot/sty of

Parametric Analysts (1SPA), Space Sy0tams Coat

Analysis Group (SSCAG)

|I. Software (Management)

lssue

Contracts for software development are estab-

lished before requirements are adequately defined.

Recomnendatlons

a) Establish software prototyplng prior to

PDR, encourage competitive prototyplng of

software (software shootout), and provide

adequate funding for this activity.

b) Coutractually separate the valldatlou

phase from the development phase.

Suggested OPR

Government Contracting Agencies

12. Software (Management)

Issue

Proper and suff icient management leverage

points have not been established for software

development. Software is being force fit into the

traditional hardware methodology.

Recommendations

The operational concepts aspects of the proj-

ect must be established as part of the functional

baseline.

The pre-PDR phase must receive the highest

management attention and focus to clear all TBDs

and to clarify deslgn requirements.

Suggested OPR

Software Development Managers



13. Software (_nageuent)

lssue

Software development must be planned and

managed Co the total llfe cycle of the program
rather than Just to the acquisition process.

Recol_endations

Government must review and assess the budget
allocation process to ensure that the O&H aspects

of the project are adequately factored £nto the
acquisition process.

Su66ested OPR

Governemnt Acquisition Agenctes

14. Sol t_re (Hanagement)

Issue

A lack of software expertise is evldent st the
system/project management level within both the

government and contractor organizations.

Rec_endat ions

Broaden the exposure of cop mnageemnt person-

nel within 8overnaent and contractor organizations

to the perticuler needs of software development.

&uglent the proJect/progrem emnsgannt staff with
software professionals. Elevate the software mn-

agement responsibility with/n these organizations

to the program level.

Su6aested OPR

Industry gxecutlves and Government Hanageemnt

(NASA, SD)
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By:

EFFECTIVE SPACECRAFT TEST PROGRAMS

D. C. Hill, Lockheed Missiles & Space Company

INTRODUCTION

This paper describes significant test
changes at Lockheed Missiles & Space

Company (LMSC) since the late fifties
and how those changes have affected

spacecraft reliability.

Figure 1 describes the LMSC Spacecraft
flight history, a 20 spacecraft mov-

ing average as a function of success
and calendar year. The major increase

in successful satellite operation
from the problems of the early sixties

has been due to improved design tech-

niques, more thorough design reviews,
and better corrective action. Im-

proved test programs since the test-

ing of the Discoverer Satellite in
1958 were a major contributor and
several major test "milestones" are

noted, the bands shown in Figure 1
beinq due to the tests beinq im-

plemented at different times due to
LMSC's many programs and customers.

As a result of these programs, LMSC

has had only one spacecraft placed
in orbit that has not exceeded its
mission contract life in the last

13 years, over 60 successful "lonn

life" spacecraft, one failure, and

even that spacecraft accomplished its
prime mission technical objectives.

DISCUSSION

As a result of the early flight

failures, LMSC investigated test

techniques to improve the reliability
of its spacecraft and launch system.

System level thermal-vacuum cycling
was introduced in 1962 and System
Level Acoustic testing was introduced
in about 1968. These tests were de-

signed to reproduce, or slightly

exceed worst case flight conditions

(funnel concept) and they helped as
Figure l shows, although the cost bene-

fits of Acoustic Testing are still a
controversial subject.
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In the late sixties, LMSC's concerns
about system test and flight failures

and the more complex and longer life
spacecraft being contracted, led to
a multi-approach attack to increase

systemreliability. The approach in-

cluded parts programs, box testing,
and systems testin O. A study of Sys-
tem test failures revealed data simi-

lar to that in Figure 2 which showed
that high percentages of failures
were due to workmanship and to parts.

SYSTEM TEST FAILURES BY CATEGORY

NO. OF % OF % IN

MAJOR DEFECT CATEGORIES FAILURES TOTAL _rlrs 9 b 10

IqUlll tit ILl SU

VlllIFED_IINOWII 1141 1U !60

a-1

TOfALS /21

Fioure 2

IOU

II, ASIE0 UPON DATA S£TS t lrHl_O,t,IG_ 15



Data sets refers to groupings of vehic-
les by time periods, set I0 being the
most recent. Data for Sets l thru 8

in Figures 2 and lO to 13 are from
Reference I.

A 1969 study on a major program showed

that many complex electronic hardware
units failed the box level ATP (Accep-

tance Test Procedure) temperature
cycle or the System Level Thermal

Vacuum Testing. Forty-two boxes were
selected and an additional three ATP

temperature cycles performed.

Over one-third of the boxes failed

the test, but the net result was that

flight and system test failures were.
reduced and essentially eliminated
on two problem box types. The test

program was later summarized in an
LMSC report (Reference 2). The study
resulted in a series of Transponder

tests starting in lg71 (Figure 3)
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which showed a major reduction in

system test and flight failures after
additional thermal cycles were con-
ducted (Reference 3). As a result of

these studies, the LMSC Space System

Division adopted a standard of eight
temperature cycles for electronic

boxes which was included in its 1972

test baseline. The baseline formed
the centerpiece for the First Aero-

space Testing Seminar held in Palo
Alto, California in 1973 which was
the forerunner of MIL-STD-1540. Much

of this temperature cyclingdata was
included in Figure 4 from a 1972

Martin Marietta report prepared under
NASA Contract (Reference 4).
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8 I 10

Failures caused by piece parts were also

attacked by an improved parts screening
program and by ensuring the parts were
fabricated correctly. The latter took

the form of Destructive Physical Anal-
ysis (DPA) or Delidding where small

quantities of devices were procured.
DPA is an engineering evaluation and

consists of opening part samples and

examining them for defects under magni-
fication, including use of a scanning
electron microscope. In addition, since

many of the major part failures experi-
enced were semiconductor devices, LMSC
devised a program in 1972 to attack the
predominant modes of failures described

in Fiqure 5.
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Figure 5

To ensure the parts were fabricated

correctly, Resident Quality and Re-
liability engineers were stationed

at certain high volume semiconductor
suppliers and performed the activi-
ties noted in Figure 6.

LMSC MONITORED LINE RESIDENT
ACTIVITIES
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The rbnitored Line (ML) approach,
which consists of controls, audits,

and testing on a standard manufac-
turing line, was deemed to be more
economical than a captive line ap-

proach since LMSC would have small
quantities of parts on order at times.

Figure 7 indicates a failure rate im-

provement exceedin(l 3:1 has been ex-
perienced.

COMPARISON OF MONITORED LINE VS
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Over 420,000 monitored line parts have
been delivered tD LHSC and its subcontrac-

tors, and there has been only one system

test and no flight ML failures. The pur-
chase price of ML parts may exceed that of
standard "Hi-Rel" parts, but the cost of

monitoring is less than itinerant plus re-
ceiving inspection (including in-house
DPA), and the cost of failures is signifi-

cantly less due to less ML failures. The
result is greater productivity because the

cost of ownership-is less and there are
fewer schedule problems. As a result, the

ML parts are presently specified in MIL-
STD-1546 as substitutes for MIL-STD 38510

Class S.

How did these improvements at box and

part level affect systems test? Figure 8
shows the major test changes of several

major LMSC programs broken up into

three major time periods. These are

MAJOR BOX AND PARTS PROGRAM CHANGES
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overlap due to the phase-in of the new

testing techniques on different pro-
grams. The techniques are also not ex-
actly the same on each _rogram. How-

ever, in gross terms, there are rea-
sonable separations or breakdowns as
related to the significant test pro-

gram changes. All of the spacecraft
were subjected to system level test-
ing (typically shown in Figure g)

which is essentially that in MIL-STD-
1540.
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Figure g

Figures lO, 11, 12, and 13 include

Systems Test data from several major
LMSC Spacecraft and Second Stage
Booster test programs. Figure ]l

shows the decreasing failures in sys-

tem test on these programs as a func-
tion of these major test groupings.
Figures II, 12, and 13 give the fail-

ure history broken down by types of
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verified failures. The system level work-
manship and part failures which were attackec

by the improved test program showed major
improvements in the frequency of failures.

The improvement is even more significant
when it is recognized that the system test-
ing has significantly expanded in later

years and that the average vehicle in group
B is roughly lO percent more conplex in

terms of electrical parts count than in

group A, while group C is roughly one-third
more complex than those in group A. Both

these factors result in more opportunity
for failures.

This raises the question of module level
testing (that is several boxes mounted

together into an assembly or subassembly).
We are fortunate to have data available

on one program which had module level

testing over the entire span on Figure lO
covering groups A, B, and C. This data

is summarized in Figure 14. Each of the

MODULE TEST HISTORY
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Figure 14

groupings of modules are for the same

program but a different spacecraft group
(with major design changes between each
group). An examination of the data re-

veals no major "learning curve," certain-
ly within groupsB and C. The number of
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failures at the system level for each
group, for example, are spread fairly
evenly across the spacecraft in that
group. The data shows a significant
decrease in module level and space-

craft )evel failures with an improved

parts program and box level test. The
data in Figure 3 shows transponders
that were assembled into module tests

after receiving only ] and 2 tempera-
ture cycles versus those that went
directly to Systems test after an

additional I0 or 24 temperature
cycles. A comparison of this limited
data indicates it is more effective

to do a comprehensive test at the box

level than at the module. Note,

however, that there were fewer temp_
erature cycles and a narrower temp-
erature range at the module level

{the latter being due to limitations
of certain equipment in the modules).

There are several additional key
items that need to be addressed in-

cluding more details of the flight
results and what would have happened
if the tests had not been conducted.

A partial answer was found in a re-
view of system test data from an

LMSC study of 49 spacecraft over a
12-year period (Reference 5). The
study included many of the space-

craft of Figure l and most of those

in Figure lO. The spacecraft were
typically subjected to the system

level tests in Figure 9. The study
included data on what the spacecraft
flight results would have been if

the system level environmental test-
ing had been eliminated.

This was accomplished by preparing

Figure 15 type charts for each of
the 49 spacecraft analyzed. These

became the basis of analysis for
determining the actual flight and

ground operating time in days. The
system acceptance test operating
time spans as shown in Figure 15

were obtained from the systems test

Figure 15

SYSTEMS ACCEPTANCE TEST AND

FLIGHT FAILURE DATA

data available for each spacecraft, i.e.,

test operating records, 1o_ books, systems
test summary reports, test conductor rec-

ords, etc. The time spans shown repre-
sented,as closely as possible the systems

test power-on hours for the completely
assembled spacecraft. Not included were

the box and/or module level acceptance or
troubleshooting hours. The flight operat-

ing time spans for the vehicles analyzed
were also shown in Figure 15 to the right

of the systems acceptance test operating
time. The shaded areas represent the

contract period. The space flight operat-
ing time in hours, months, and days were

shown. The flight data was acquired from
spacecraft flight summary reports or
equivalent. The types of environmental
tests were coded on each chart and were

identified in the Legend; i.e., Ambient,
Test, Acoustic/Post Acoustic Test, Thermal

Vacuum Test, etc. Critical equipment

flight and system test functional failures
for each vehicle were shown in the order

and at the time in which they occurred
during system acceptance testing. In-
cluded were those failures which would

have seriously degraded the mission or
which would have resulted in mission

failure if not backed up by a redundant
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unit and the Legendincluded the
nomenclaturewhich identified the
type of failures appearing on the
charts. Also included in the study
were caseswhere orbital workarounds
were accomplishedand where failures
occurred but equipmentoperated in a
degradedmode.

The charts then summarizedthe con-
ditions which actually occurred.
For the case of no environmental
tests, all of the time accumulated
after the initial ambient functionals
wasassumedto have occurred in fl(ght.
This was accomplishedas shownin
Figure IG. Failures occurring during
this period were also assumedto have
occurred at the sametime in flight
as they had occurred in the system
level environmental test.

_sllml mt e_unm._1-*! amUn _ka;MV_._.*mS 'amlmIm_

+ I |
.L __ _'_ 1_111_"--"_ II u. ll.ll.I, IIIII1PIII

•-tr- I Il!ll I.-,-.,,-.,-,,--,-,-.,
ILT,IL_.__] t - I+ Imtl

w,_d ...u.t ,,.t Imu

UUIII- _ lOllS+MaC vat.. nil I '_"""m"

METHOD OF COUNTING SPACE FLIGHT OPERATING
_lhlE IN DAYS

Figure 16

Figure IG shows that both horizon sen-
sor failures 1 and 2 occurred after

the initial ambient functionals noted

by (a). The time to the second fail-
ure is (b). The time (b) -(a) is
19 days and indicates that both pri-

ma)_ and redundant units would have
failed in flight prior to achieving

the 30-day orbital contract llfe
period. This vehicle would then
be classified as a failure. The re-

sults of all 49 spacecraft are

sun_narized in Figure 17.
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Orbit time without systems

envlz?nmental acceptance tests 3773 days

Orbit time with systems environ- • • 55%

mental acceptance tests (actual 6929 days

Actual system acceptance

test effectiveness 31Z System Test Failures
• 76 Orbital FaHures +312 " 80_

Systems Acceptance

test effectiveness 106 System Test Failures 22_
without environ- =282 Orbital Failures +I06 =

mental tests

SYSTEMS ENVIRONMENTAL TEST EFFECTIVENESS

Figure 17

If the acceptance tests for the sys-
tem level environment were deleted,
the total number of orbital failures

would have increased from 76 to 282

(system test failures would decrease

to I06). There was actually one

failure of a spacecraft in flight
prior to contract life. If the
spacecraft environmental tests had

been deleted, 17 additional, or a
total of 18 spacecraft would have

failed prior to the required con-
tract life. Note that the actual

improvement in orbital life is

even greater than that shown since

some of the spacecraft were and
still are in operation. NOTE:

Reference 6, an update of certain

parts of Reference 5 covering 67
spacecraft, indicates that the

effect of system level acceptance
is even more pronounced.

Since the systems environmental

acceptance tests are conducted at
worst case flight levels, the tests

are somewhat more severe than typical
or average orbital conditions. Even
taking this into consideration, the

data indicates that the system level
testing as performed is cost effec-
tive. Reference 5 estimated that

on the average, if systems level

environmental tests were eliminated,
a spacecraft would have to be de-

livered at slightly over 50 percent
of its current cost to achieve the

same cost effectiveness (considering
the cost of the satellite only).



A further examination of the accep-
tance data at box test, system test,
and flight reveals a typical test
effectiveness of 70 to 80 percent at
the box level, 70 to 90 percent at
the systems test level, with an over-
all box/system test effectiveness
typically of 96 to 98 percent. This
indicates that you cannot eliminate
all of the potential failures when
stressing only the box or only the
system. A comprehensiveprogram is
required at both levels.

CONCLUSIONS

The LMSC test history on several major

programs has been reviewed indicating

that a comprehensive test program on"
parts, boxes, and systems is required

to effectively reduce flight failures.
In addition, effective early test pro-

grams have a positive effect on main-
taining spacecraft schedules. Pre-
serving schedules will become even more

critical now that the Space Shuttle
has progressed to operational status.

A good parts program, including mon-
itoring, and a comprehensive box test
program is effective in eliminating

system and flight problems.

An effective program of failure analysis
and corrective action is an essential

and integral part of a successful test
program. Three hundred and twelve
potential space flight failures occurred
of which 129 were of redundant hardware

(failures of the same type hardware).
These failures would have had signifi-
cant detrimental effects on the missions

if they had not been detected during
systems acceptance testing and elimina-
ted through effective corrective action.
None of the causes of the 312 failures

repeated in space flight.
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QUALITATIVE AIRLINK SATELLITE _[$TING

Nell K. Shirk, General Electric - Sl_ce Division, Valley Forge, PA

Abstract

Tradtt$onally. sate|lSte factory testtng hasl been
performed via direct connection of the transmitter
OUtpUt RF power to the test equipment, thereby
disrupting the satellite configuration between the
I_/TA's (Traveling Wave Tube Amplifiers) and the
transmit antennas, In the past, some _e_bers of
Industry have used alrllnk testing for baseline
Infomatlon (not qualitative Infonnatlon) Just
prior to launch. This paper will describe the
qualitative alrllnk masurement techniques used In
perfuming electrical syste_ tests, RF compatibil-
ity, and Intennodulatlon products on a communlca-
tion system using X-Band, S-Band, and OHF frequen-
cies to meet stringent subsystem and system
specifications, This Improved test technique has
ailouedus to maintain satellite hardware integrity
through environmental testing (acoustic vibratmon.
ShOCk, thermal vacuum, etc.) without disturbing the
flight configuration.

(I#I_CCS), the ground mobi|e forces, the Defense
Communications Syste_ {_). the Whtte Xouse
Communications Agency, and the Ol_lumat|¢ Tele-
communication System. A secoi_diry conminlclt|ons
payload is an Atr Force Satell|teCom$catton$
Single Channel Transponder which pmvldes service
to Air Force e)cMnents.

1. SATELLITE OESCRIPTION

The Defense Satellite C_munlcations System (6SCS
[1[) Is a third generation co_un$cation satellite
designed and built by the General Electric Colt)any
for use by the Department of Defense, The satel-
lite R F payload is capable of operation at UHF.
S_band and X-band frequencies. There are twelve
antennas on the spacecraft; one _ receive, one
_4F transmit, two S-band omni.dlrectioea|, two X-
band earth coverage receive, one 61 element X-band
multi-beam receive, two X-band earth coverage
transmit, two Ig ele_nt X-INmd _ltl-beam transmit
and one X-band gimbal|ed high gain transmit re-
flector.

The frequency spectrum covered by the comn.Jnica-
lions payload is 7900 to 8400 N4Z for X-band re-
ceive and 7250 to 7750 ItlZ for X-band transmit.
This spectrum is divided into 6 channels with
transmit power provided by two 40 watt and four IO
watt Traveling Wave Tube Amplifiers. Two standard
SGI.% channels arp allocatecl for S-band TT|C con-
trol. Also. ¢)nl_)ard Is a single channel _IF trans-
ponder which communicales with all AFSAT Coaw
equipped force eXements.

FIGURE II

MISSION OESCRIPTI0fl

The goal of the 05C5 Ill program is to provide a
network of four operational communication satel-
lites and two Oil-orbit spares In synchronous orbit.
Each satellite Is designed to have a life expec-
tancy of ten years and the capability of being
launched from a Titan booster or the Space Shuttle.

The six channel comufliCattons payload has anti-

capabllity and nuclear survivability prnvislc,ns
primary system utilizes SHF iX-Band) frequpn-

cles to serve the Department of Defense lVorldWide
Military C_and and Control Communications Syst_
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SATELLITERFTESTING
The primary focus of the _F testing is the X-band
ccE=urications transponder payload. It is for
this subsystem that the "Antenna Coupling Equlp-
merit" (HAT) was designed, built, and implemented
as a test facility. All Que|itative pcrfor_arce
tests of the communica_ns subsystem are per-
formed under the "HAT." Communication Satelllte
measurements taken include: channel gain, gain
flatness, gain slope, power output, power transfer
characteristics, gain match between redundant ele-
ments, spurious phase modulation, noise power,
total phase shift (AM to PM), phase llnearity,
small signal suppression, and active and passive
intermodulation products. RF compatibility has
also been successfully performed under the "HAT."
All performance test data is co_4)ared to data taken
at the subsystem level, as well as to previous sat-
eIlite data to verify satellite performance before
and after environmw_nta! testing and to identify any
possible degradation within the satellite.

The spacecraft performance specifications are suf-
ficiently stringent to warrant an elaborate "HAT"/
spacecraft alignment and characterization technique.
Since the spacecraft is removed from the "HAT" for
performance of environmental testing (acoustic,
thermal vacuum, etc.), repeatability of the "HAT"/
spacecraft alignment is critical. The spacecraft
is repositloned under the "HAT" with a tolerance
of + 0.15 inches in height and + 0.30 inches lat-
eraT1y from its orlgina! align_nt. The spacecraft
and its associated support fixture are placed on a
special ball bearing doily located under the "MAT"
to facilitate this alignment.

The "HAT" consists of a box fourteen feet long,
ten feet wide and six feet high open only at the
bottom. (See Figure #3 - Satellite Under "HAT").
The box is made of I 3/4 inch plywood and is sup-

m

Figure #3 J-lO

ported by a steel structure on the exterior. The
_nterlor of the box _S lined wlth aluminum sheeting
0.020 _ncnes thick. Over thls aluminum sheet is a

layer of RF absorber material to provide a "quiet"
a_mosphere for testing. Imbedded :n thls absorber
are the test equipment transmit and receive ele-
ments (See Figure #4). This construction provides
approximately 50 dB of isolation from externa|
sources, and reduces reflections from the space-
craft by about i00 dB.

TESTING UNDER THE HAT

The first step of performlng spacecraft tests under
the "HAT" _s to characterize the "HAT" and associ-

ated signal routing equipment. The characterization
consists of measuring the insertion loss from the
test equipment through the antennas in the space-
craft to the input of the low noise ampllfier in
the spacecraft for the upl|nk paths. See Figure
#5. The downlink paths are similarly measured
through the spacecraft antennas through the "HAT"
and into the slgnal routing equipment. A sixth
order polynomial Is fLtted to this data on a per
channel basls. The coefficients of these polynomi-
als are stored in the HPIOO0 computer for use dur-
ing qualitative performance testing. Offsets are
entered into the loss polynomial to correct abso-
lute power measurements to power of within + 0.I dB
of those taken during subsystem level testing. An
inltial set of measurements of the saturated power

output and of the ) dB backoff power point are
made to give an indication of the accuracy of the
"HAT" characterization; and also serve as a gross
check of the health of the spacecraft.

At this point, actual Electrlcal System RF perform-
ance testing may begin {See Block Diagram in Figure
#5 for test set-up). All an_olitude measurements
are made using an HP B566A spectrum analyzer. HOw-
ever, the measurement system reference is an HPB4B4A

Figure
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high sensitivity power sensor connected to an
HP436A power meter. The power sensor is used aS
the system reference since it has a much greater
temperature and time stability than does the spec-
trum analyzer. The narrow bandwidth and large
measurement range of the spectrum analyzer, how-
ever, makes it ideal for performing the actual
measurement. Since the power meter is the system
reference, an elaborate analyzer to power'meter
calibration must be performed. Thls calibration
measures things such as IF Gain, preselector peak-
ing, IF bandwldth, dynamic range, and frequency.
All of these factors are applied to every meas-
urement taken with the spectrum analyzer to obtain
an equivalent power meter reading. A spectrum
analyzer calibration check is run automatically

/
/

Figure,#5

by the computer at the beglnning of each automated
test. If thzs spot check SHOWS that the calibration
has drifted by more than + 0.15 dB from the last
calibration, the currentl_ executing test program
iS aborted and a complete calibration must be per-
formed before testing may resume. A side benefit
of this calibration check has been to identify
faulty or falling test equipment. When all of the
equipment is functioning properly, a spectrum ana-
lyzer calibration will typically hold for eight
hours, however, experience has shown that it is
best to run thrcugh a complete spectrum analyzer
calibration every four hours.

TEST RESULTS:

The :_atathat has been taken with the spacecraft
under the "HAT" has exceeded the design requlre-
ment_ as well as the users' expectations. The
variation between comparable amplitude measurements
is less than the design goal of 0.S dB, and the
variation _een in phase measurements is well wlth!n
the allowable tolerances. The error contrlbution

assoc:ated wlth the allgnment of the _oacecraft
under the "HAT" has been shown to be less znan 0.2

(_B. Repeatability over the complete factory test
period (approxlmate]y nine months) is within the
0.S _B tolerance, this incluoes measurement equic-
ment error and spacecraft to "HAT" ailgnment errors

LESSONS LEARNED:

Even though the "HAT" was deslgneg to isolate the
spacecraft From external signa{s, invariably, some
do get to the spacecraft. In all cases these
spurious slgnals, that have appeered in the data,

were Identified as coming from some external source

(other spacecraft under test. faulty or leaky test
equipment, etc.), none were identified to come from
the Spacecraft. The side panels of tne "HAT" re-
duce tnls type of Interference and play an
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in_oortantpart in obtained repeatable RF measure-
merits. _he errors associated with the Sixth-

order polynomial curve fit of the path loss from
the test equll_nent to the spacecraft have been
reduced substantially by minimizing the amount of
coaxlal cable in the path. Presently only about
fifteen percent of the entire path length con-
sists of coaxiaI cable and coaxial switches.

The errors associated with the alignment of the
spacecraft under the "HAT" are not as severe as

was originally expected. As a result, the cur-
rent alignment specifications are considerably
moore lenient than the original speclfications.

Experience has shown that nearly all measurement
anomalies have been a direct result of test equip-
meritfailures of one sort or another, e.g., wave-
guide switches that do not swltch completely, co-
axial switches that do not activate, resistive

contacts on coaxial sw,tches, Intermittent mech-
anical drivers for waveguide vane attenuators,
etc. To detect these various test equipment
"quirks", couplers have been added at varlous
points along the signa| path between the test
equipment and spacecraft. These couplers are
monitored by the test computer at various points
during the test program to provide a health CheCk
on the test c,4_uipment.

Perhaps the most insidious problem, was the in-
herent or apparent drift of the measurement equip-
ment, most specif|cally of the spectrum analyzer
and to a lesser extent the frequency synthesizers
used as signal sources.

The analyzer measurements showed a measurement
variation of 0.2 dB to 0.4 dB depending on the
setting of the preselector filter control digital
to analog converter in the spectrum analyzer, and
the last frequency to which the analyzer was
tuned. This was corrected by building a Table
stored in the computer, of 9reselector settings
during each spectrum analyzer to power meter cal-
ibrat;on. ThiS Table Is referenced each time an

analyzer measurement is made and the analyzer is
commanded to the appropriate setting. Also, after
each measurement is taken, the analyzer is re-
tuned to 7945 _z. This frequency was determined
by trlal and error to provide the greatest amount
of measurement stability over the frequency test
range.

Another subtle problem was related to the fre-
quency synthesizers. TyPically, the first several
measurements taken If the synthesizer had not been
used for a while would show a variation in power

level, this usually would occur during the analyzer
to power meter caIlbrat_on. The solution to this

was to leave the synthesizer turned-on at a very
low power level (-ilO dB_) and tuned to a fre-
quency outside of the DSCS band.

LOOKING TO THE FUTURE

Currently, General Electric is planning to per-
form mechanical, as well as electrical and

RF testing, under the "HAT." Thls will enable
the maximum amount of parallel testing posslble,
and will also decrease the number of times the
spacecraft ,_ustbe moved. The spacecraft wlll
then have only four test locations, under the

"HAT", Acoustic Chamber, Thermal Vacuum Chamber,
and TaassProperty Test Area.

Also currently under development are means to more
fully automate testing at all levels for all sub-
systems.

CONCLUSIONS:

On very complex spacecraft, such as DSCS Ill, alr-
link RF testing has been found to be advantageous
for several reasons. From a reI_abIlity vlewpo:nt
the fewer times you are required to remove flight
waveguide, coax cables, etc. to connect.test equip-
ment, the better your rellabiIity. With the use of
the Airlink RF testlng "HAT", no fllght/test equlp-
Ant conneczions are required during the factory
test cycle. Two addltlonaL "HATS" are used by the
General Electric Company _n spacecraft testing.
One "HAT" is used ?or baseline testing at the con-

cIusion of factory testing and is also used at the
CaPe to verify no RF degradation during shipment
of the Spacecraft to the Launch S_te. The Third
"HAT" is used _nside the 54 foot Thermal Vacuum

Facility to transmLt/recelve RF signals from the
spacecraft during Thermal Vacuum testing. There-
?ore. throuqh the use of the three "HATS" for
qualitative testing in ambient, testing in
Thermal Vacuum, and Basel_ne Testing. no disassembly

is required to implement RF test equipment set-ups
and the highest spacecraft reliability possible ts
retained.

From a cost analys_s consideratlon, tlme has been
save<I in the manufacturing cycle since tne tlme
involved Ln aligning the spacecraft under the "HAT"
is only a few hours compared to days to remove
waveguide between the six transponders and the
twelve antennas and tle in the test waveguide for
each of the two electrical system tests, RF commpat-
ibility Test, three intermodulation compatlbility
tests, Thermal Vacuum Test, and two Baseline Tests.
The half m_llion dollar investment for the three
"HATS" has been determined to be very cost effec-
tive. With thls overwhelming success achieved
through RF Technical repeatlbility by the charac-
terizatlon methods indicated prevlously, General
Electrlc Is committed to the highest reliability
and cost effective system testing which includes
the qua|Itative airllnk satellite testing via the
"HAT."
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ON-DRBIT TEST USING SHUTTLE AND SPACE STATION

By E.H. Medler, TRW Space & Technology Group

ABSTRACT

Performance of certain testing

operations in space using the shuttle

or the space station appears to be

advantageous both for performance and

cost benefit. To optimize the bene-

fit, the testing operations must be

closely coupled with evolving ser-

vicing and maintenance operations in

space and accommodations in the or-

biter and space station are needed.

Standards need to be established to

minimize non-recurring design and

training costs. Some special con-

cepts for a spacecraft design for

assembly and test on-orbit may be

applicable. T_ese topics are dis-

cussed in exploring the use of the

space transportation system (STS)

orbiter or a space station as test

facilities for on-orbit test.

INTRODUCTION

Advocates exist in substantial

numbers stating, "There is a valid

argument for certain testing opera-

tions to occur in space." Non-advo-

cates, in contrast, point out many

arguments discouraging substitution

of on-orbit testing for ground test-

ing. This paper explores a few rami-

fications of the question, "Why the

shuttle or a space station as a test-

,I-17

ing facility in-orbit?" The key

topics which are discussed and from

which some conclusions are drawn

are :

a) Some concepts for testing in space

b) On-orbit servicing - a companion

to testing

c) Precursor technology development
effort

d) Challenges of using the shuttle
or space station as a test facility

WHY TEST ON-ORBIT?

Some of the reasons for testing

on orbit as an alternative to ground

testing are:

a) Environments not easily duplicated
on earth are available, e.g., low

g, high vacuum, the real sun

b) Some testing is practical only in

space (e.g., large structure

dynamics)

c) Final test and checkout is placed

closer to the end use point

d) Man's capability is made available
for planned and contingency work

e) Testing is companion to and bene-
ficiary of on-orbit servicing

technology

There are environments in space

which are not easily simulated on

the ground. Most obvious is per-

haps low gravity. Other environments



include vacuum,the sink of black

space, the real sun. Exploiting

these environments and controlling
exposure to them requires special
test design considerations. If, for
example, low "g" meansi0-3g or less,

continuously, then careful control

of all motion on the testing plat-
form is a requirement.

Large, flexible structures can-
not be fully or adequately tested on
the ground. Verification of computer
models for large structures with

natural frequencies well below one

hertz is probably best done in low-g
environments. Similarly, verification
of control algorithms with large,
flexible structures in the control

loop benefit from testing in the
space environment.

Testing in-orbit, prior to final
release from the shuttle or at the

space station as a "way station" for
a spacecraft enroute to placement

in its final orbit, is an opportunity
for a last check after exposure to
the launch environment of the shuttle

or expendable launch vehicle during
boost to orbit. Testing at this

point allows another go-no-go deci-
sion point. While somethrust is

toward reducing or protecting space-
boundequipment from this environment,

the future probably will see many
spacecraft still at risk due to this
boost environment.
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The orbiter already carries a
crew which could support on-orbit

testing; we also assumethe space sta-
tion will be man-occupied. Therefore,

the skills available through manin
space are available to support on-
orbit testing. On-orbit testing

generally, and use of crew skills

particularly, couple closely with
concepts for on-orbit servicing.
Worthwhile use of manin space is
already perceived for manyplanned
and contingency operations. Examples
are to service and maintain spacecraft

and attached payloads; operate labora-
tories in space; use and maintain orbi-
tal transfer vehicles (OTVs)and tele-
operator maneuveringsystems (TMSs)and

attached payloads. Testing on-orbit
makesfew demandsnot already planned.

Indeed, addinq testing on-orbit is just

one additional justification of the
needfor manin space.

In summarythen, someexamples
of tests which might be carried out
on-orbit are:

a) Short final spacecraft checkout

b) Dynamictests - final trimming of
control laws, particularly on larger,
flexible structures

c) Test bed developmenttesting of
large structures

d) Final verification and trimming of
thermal subsystems

e) Assemblyof modules (subsystem,
payloads, deployables) and final
integrated testing

f) Propellant system final assembly,
fueling, and testing



g) Alignment and alignment checks -
thermal distortion tests and ad-
justments - particularly on larger
structures

h) Testing of and actual deployment

of appendages and arrays

What are some of the disadvan-

tages cited for testing on-orbit? A

few are:

a) Time and manhours in space are

expensive

b) Automation and robotics to improve

time and man-availability con-
straints may be costly

c) Use of man in space (e.g., EVA)
involves risk

d) It simply duplicates tests which

are already done on the ground

Pros and cons not withstanding,

we found a substantial interest in

the space industry for testing on-

orbit. As might be expected this

interest was coupled with comparable

interest in service and maintenance

on-orbit. As part of TRW's contract

with NASA Headquarters (Contract

NASW-3681 Space Station Needs, Attri-

butes and Architectural Options Study)

we surveyed seven U.S. and seven Eur-

opean organizations. These organiza-

tions were not those directly under

contract with NASA in the parallel

space station studies; rather, they

were other companies who are space-

craft manufacturers and/or satellite

operators. The purpose of the survey

was to ascertain what benefit, if any,

they perceived from on-orbit testing

and on-orbit service and maintenance.

Of the nine respondents, all foresaw

benefits. Confirming the on-orbit

test examples listed above, these

spacecraft manufacturers perceived

the greatest benefits to be as

follows:

a) Test of deployables

b) Install/replace/service ORUs

c) Some actual assembly and test
operations

d) Initial and post-service checkout

e) Load propellants

ON-ORBIT SPACECRAFT ASSEMBLY AND TEST

One of the areas which we at TRW

have specifically investigated is the

benefit of performing some spacecraft

assembly and test operations on-orbit

i.e., assembly and test of a space-

craft upon its delivery to orbit and

prior to its initial on-orbit release.

The premises for such an investiga-

tion include assumptions that packag-

ing and testing provisions are made

to be suitable for space operations

during the next decade or so. In

other words, a testing operation cur-

rently done in a high bay or an envi-

ronmental test facility cannot be

transferred step-by-step without mod-

ification to a space environment.

Bridging to suit what is feasible in

space in the near term is necessary.

Some design provisions include:

I) packaging into large, easily re-
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placed modules, 2) creation of rela-
tively standard, common physical and

electrical interfaces, 3) design in

self-test capability at the module

level. With provisions such as these

the payoff of doing the final assem-

bly and test of a spacecraft after it

arrives on orbit may be substantial.

In the following paragraphs we will

briefly look at some of the poten-

tial benefits of doing some final

assembly and test on-orbit and a con-

ceptual design for a spacecraft for

such assembly and test on-orbit.

Some of the benefits of design

such as the concept shown in Figure

I are:

a) Reduces STS transportation costs

via lighter more compact struc-
ture and more efficient use of

cargo space

b) Deployment of appendages by manned
operations reduces the need for
automated mechanisms

c) Enables on-orbit fueling

d) Allows spacecraft to be of larger

diameter, greater length and/or

greater weight than the STS cargo
bay handles

e) Design and test of modules for STS

environment is not required (mod-

ules protected by the special
carrier)

f) Thermal subsystem can be trinTned

on-orbit, requiring less ground
test

g) Spares can be carried on the ini-

tial launch, for immediate use if

required, or stored on the space
station for later use

Figure I shows a concept for a

spacecraft carried to orbit with assem-

bly incomplete. A "carrier module,"

designed as flight support equipment

(FSE) is a cargo container in which

are packed units to be assembled on-

orbit to the basic module. The carrier

module protects the units from the shut-

tle environment. (This is analogous

to the "pack-to-protect from" concept

used in most everyday shipments by

common carriers). The basic module is

assumed to house the propellant tanks.

The tanks may be empty if the further

assumption is made that the propellant

is available on-orbit for an on-orbit

fueling operation. What are some of

the benefits of such a packaging and

transporting concept as listed in

(a) and (d) above? The structure can

be lighter weight and more compact;

design and testing of components for

the boost environment can be reduced

and perhaps even eliminated.

Figure 2 shows a prediction of

possible economic benefits with some

assembly and test on-orbit. The data

is illustrative and is selected from

a recent cost/benefits analysis. The

savings are in 1984 dollars. The time

frame for the savings is the 1990 to

2000 decade and a manned space station

is assumed. The scenarios are for

various space station system config-

urations and growth options. The mis-
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I)A¢1[ ED, PARTIALLY
IMIILEO IN OIRIIITER

Figure 1. Spacecraft Design for Assembly and Test On-0rbit

ASSEI'_BLY AND TEST ON-ORBIT -
USING LARGE 0RUS AND CONVENTIONAL
COMPONENT PACKAGING

STS TRANSPORTATION COST SAVINGS

VALUE ATTRIBUTED TO SPARES CARRIED
TO ORBI_ AND uSED IN INITIAL CHECKOUT

VALUE ATTRIBUTED TO CHANGES IN
COMPONENT PACKAGING

TOTAL

SAVINGS (BENEFIT) - S(M)

SCENARIO #2 SCENARIO #_ SCENARIOS 4 & S

_90

51

179

221

?,85

174

740

504

52

185

228

%9

tl I_HIS IS AN EXAMPLE FROM SOME TRW STUDIES SHOWING THAT POTENTIAL SAVINGS ARE SIGNIFICANT

Figure 2. Summary - Potential Savings (Benefits) With Some Assembly
and Test Dn-0rbit
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sion model is that constructed by TRW

for the Space Station Needs, Attri-

butes and Architectural Options Study

previously mentioned for the last

decade of this century. About I/3 of

the total mission model was assumed

to use some standardized assembly

and test techniques on-orbit and

thus produce the benefits shown.

(Offsetting the benefits are, of

course, costs ascribed for services

provided by the space station; STS

transportation savings are based on

a flight charge of about $B6 M).

PRECURSORS TO TEST OPERATIONS ON-

ORBIT

On-orbit servicing and mainten-

ance technology is closely coupled

with on-orbit test. In fact, it is

a precursor. Provision for planned

service and maintenance operations

are designed into Space Telescope

(ST) and will be part of the design

for Gamma Ray Observatory (GRO) and

the Advanced X-ray Astrophysics

Facility (AXAF). Contingency service

is best illustrated by the plan to

retrieve and repair the Solar Maxi-

mum Mission (SMM) -- see Figure 3.

The figure shows the SMM after re-

covery and placement in the Flight

Support System (FSS). Two astronauts

in foot restraints (one on the remote

manipulator system) prepare to remove

and replace a n_dule of the Multimis-

sion Modular Spacecraft type. Figure

4 shows a 1/20 scale model of a ser-

Figure 3. Solar Maximum Repair Mission
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vicing operation studied for a Space

Platform. All of these programs use

a combination of extra vehicular

activity (EVA), intervehicular ac-

tivity (IVA) and ground operations

which are directly applicable to

other space operations such as test.

NASA/MSFC via four interrelated con-

tracts are studying technology devel-

opment missions which could be used

these are ground test precursors and

special development tests using the

STS. Some of this advance work is

done in ground facilities such as the

Neutral Buoyancy Simulator at NASA/

MSFC (Figure 5) and the Weightless En-

vironment Training Facility at NASA/JSC.

Some of the experiments planned for

STS flights are (I) fluid transfer

and storage - mid-deck cargo bay ex-

to develop and demonstrate methodology periments for non-cryogens as well

applicable to on-orbit service with

much direct applicability to test

on-orbit.

Service and maintenance opera-

tions on-orbit were just briefly

summarized as precursors for on-orbit

test operations. Even preceding

as cryogens management experiments,

(2) 15 meter antenna experiment on

STS and (3) extravehicular activi-

ties on many flights. Information

system and data handling system test beds -

and man-machine interface development

and test beds are in the offing.

Figure 5. NASA/MSFC Neutral Buoyancy Simulator
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Oneof the current examplesof
developmentwork involves large, mod-
ular orbital replacement units (ORUs)

of the type that would be useful for
the spacecraft concept of Figure I or

the large platform concept of Figure

4. This ORU (Figure 6) was recently

tested in the Neutral Buoyancy Simu-

lator at NASA/MSFC. Figure 7 shows

other devices under test in the

facility.

CHALLENGES OF TEST ON-ORBIT

Assuming that test in space is

viable, then, some basic steps must

be taken to assure its success. Some

challenges exists which must be met.

These challenges include:

a) Making spacecraft easy to work on
in space

b) Standardizing designs and inter-
faces

c) Developing realistic techniques
for minimizing test time (compared
to earth)

- Optimized use of man

- Automation, fault detection/

isolation, built-in test

- Robotics

- Man-machine interfaces (MMI)

d) Providing shuttle/space station
accommodations

- Improved space suits, maneuver-

ing units, manipulators

- Propellant storage and loading

- External work areas - hangars,
platforms

- Test stations and nominal test

equipment

- Perhaps some shop-like internal
(pressurized) capability

e) Evolve meaningful mission assurance

methodologies

U PI,A4_JU

Figure 6.

,_ AO_rlrlf A

Modular ORU and ORU Mounting Frame
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Figure 7.

W

Changeout of Stored Solar Array Assembly in
Neutral Buoyancy Simulator

Designs to make things possible

to work on in space is not virgin

territory. Much study has been done.

In space, operations have existed

starting with Gemini and through Apol-

lo, Skylab, and into the shuttle era.

Extra vehicular operations particu-

larly have produced standards in

areas such as tools, foot restraints,

maneuvering devices, tethers, hand-

holds, etc. To maximize exploitation

of test operations in space, the idea

of standardization must be extended

to spacecraft in features such as (I)

physical interface to the orbiter or

space station (2) electrical interface

for power, signal, etc. (3) replace-

ablemodules (ORU), (4) safety pro-

visions for proximity operations,

and (5) propellant transfer methods

and provisions. Standardization in

these areas and continuing to use EVA

standards will minimize non-recurring

engineering and maximize the cost

benefits. As robotics, man-machine

interface concepts, use of heads up

display by astronauts, telepresence

come "on line" in space operations

they will provide further enhance-

ment. Space stations and shuttle

accommodations, as listed in (d)

above, must also be made for test

operations in orbit. Finally,

some thought must be given to assur-

ance methodologies. Obviously, such

an activity is still needed, but

current ground-based concepts for

inspection and monitoring are not

applicable.
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CONCLUSIONS

Some broad conclusions can be

reached regarding use of the shuttle

or space station for on-orbit test

and include the following:

a) Some needed testing can only
be done on-orbit

b) Testing on-orbit is closely

coupled with on-orbit servicing
for which economic benefit does
exist

c) Testing on-orbit potentially has
both economic and performance
benefit

d) Viability of testing on-orbit
needs acceptance so that the
required support functions can

be put in place

e) Standards are necessary to assure
broadest application of on-orbit

testing
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TEST

SUMMARY OF

ISSUES AND RECOMMENDATIONS

[. Test Requirements and Practices

Issue

Requirements for ground testing of space

vehicles and their subsystems and components are

defined by MIL-STD-1540B. Tailored application of

these requirements must reflect the performance

history of recent spacecraft and be cost effective.

Recommendations

a) Re-examine and evaluate the perceptiveness

of specified test procedures for prototype

and production vehicles, their components

and subsystems in the light of actual test

cost and results.

b) Develop a statistically significant data

base which will enable rational decisions

to be made regarding requirement tailoring

and revisions to test procedures and

sequences.

c) Define common categories for failures and

discrepancies which wtll support test

effectiveness analysis.

2. Testability

Issue

Increasing spacecraft complexity and short

development, fabrication and test schedules require

special design provisions to allow rapid and effec-

tive testing. Program managers and spacecraft

designers must ensure that test cons&derations are

factored into front-end design.

Recommendations

a) Strengthen knowledge of testability tech-

niques for space application.

Industry and SD to schedule the tri-

service testability course

NSIA ATC to sponsor local testability

workshops and pursue dialog with other

professional societies.

b) Determine methods to quantify cost and

benefits from specific testability pro-

visions throughout the llfe cycle of a

program.

c) Endorse testability improvements in satel-

llte development and modification.

Include specific testablllty require-

ments in prime item specifications and

SOWs.

Define standard testability assessment

tools.

d) Review the proposed testability standard

and determine how it can be best applied

to space systems.

3. ATE and Software Standardization

Issue

La_ of an adequate high level satellite test

control language continues to impact test cost,

schedules, resources, and effectiveness. Satellite

complexity and the importance of automated test

systems strengthens the need for a standard control

language.

Recommendat ions

a) Continue to support on-golng work with the

IEEE Atlas Committee and NSIA to finalize

System Control and Operations Language

(SCOL) requirements; evaluate candidate

languages and define a suitable industry

standard.

b) Strengthen participation by spacecraft

industry and the government in (SCOL)

definition.

Suggested OPR

Industry lead, government support

4. ATE and Software Standardization

Issue

The methods and extent of auto-_ted test sys-

tem, test program and procedure verification and

certification frequently is not clearly defined.

This condition leads to increased cost and schedule

delays, or to curtailment of validation/certlfi-

cation actlvities, with increased risk to mission

Success.

Re commen da t ions

Review validation and certification methods

employed for automated test system, test program

and procedures; and the methods used to impose

these requirements. Determine and implement

methods to clarify these requirements.

Suggested OPR

Space Division

5. ATE and Software Standardization

Issue

The Air Force Modular Autonmtic Test Equipment

(MATE) standardization initiatives may have a

potential to improve cost effectiveness of space-

craft automated test system development and
support.
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Recommenda t ions

Assess the HATE system, identify highest
return on investment features and the most suitable

method of Implementing these features in in-plant

test systems.

Suggested OPR

Space Division, industry

6. On-Orblt Test Facilities

Issue

The shuttle orbiter and future space platforms

make it possible to conduct a variety of develop-

sent tecta in space instead of in the laboratory or

factory. At present, there appears to be a general

lack of knowledge among program mnagers and test

engineers regarding planned and current capabili-

ties for conducting experiments and demonstrations

in space,

Recommendations

a) Publish current and planned fllght exper-

Isent/development opportunities (i.e.,

identify carrier programs including on-

orbit services, availability, costs, and

schedules).

b) Promote early planning and use of space-

flight experlments/deaonstratlons as

integral elements of development phases

for verification of analytic modeling,

llfe tests, on-orblt assembly, and

optimized design for space environment.

c) Develop general standards to facilitate

procedural, interface, and teat

requirements.
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A7/7 to p•r_a Ln 107 (1 8z _t of 10 _x). 7or _•oe reaso_m, the

• ppr_eh _11 be the basil of thle st"_7.

In thLs paper, ve e_ne the theo_ of eeou|tle pr_lt_m In str•l_

m_£e _th particular e_hee18 on r_ (helt) |mmtrl•e. The th_ le

developed fros the 8tlndpoint of • frequ_cy dmln a_17|1| to obtlin •

sidle relattooshlp baleen lpp11_ mtre•l _d _onull_ fr_mmey ehLft.

Exper_.-.ntel result• •re p_unted l_ the frequency _ln _|ch _ree _

t_@r7 _ trm_dueer b•._vldth _d a_e c_verel_ effect8 8re lacl'_od. A

contln_ueve_ (_) lnltru_nt tl deserLb_ _hl_ _m pr•ellel 7 detente•

c_ee Ln epplied Itrele f_waeurmntl of frequency shL_te of KMtlC

rtlOllllme lodes. Jlmrl| orbit hllt_llntl Ire dllcolled i_lch ire lore

p_eetlcll •ell Ible to _uactlon £n taetealt_s Of poor i•mtx-_r. Date obtliaed

tr_th theoe pml_ tech_lq_el ire prlHnted shovinll varl•tlm l_ Itreel

I_oultl© co_lt•ute in Idtera-le imd v_thin one mtlr£•l 8s • fu_ctio_ of

plrclmt 1•lid ll_llth. Flna117. dlti are prltllmted tml8•ltin | thlt tbl

vllrLiItlmm _u wltrltlOQ£© Itteaulltlo_ rlllultlq frrm mldual itrel8 1417 in

fict be Im irtlfict of the Imsuremlat trmdurere. Th_ •ttnuatio_

vlra"tloa le eho_ to veaJ•h _bere • true prmr trenldueer tl _|ld tbul

elisLtUt_a I pha_• camcellltLo_.

mY OF ACIXIST;C PItOPAGATIQI DI mSl_) IrOnS

Me alllm thllt • futemlt le • homollme<ml rod Of lelllth el2 vtth •

_lloclty of loud v. The rod tee••lace frequent1•• ira:

rj - Jvl8 (z)

_ar• rod +<_ter d )) I. the lu:ouetlc _l_th, lod J • hsrsmslc

mmber. For this co_Lltlon. Im IIII 7 colll/dlr the a¢omltlc proplllltlo_ el •

pllllke veve Imd use the ilmterial bulk velocity for v. The 1in•shape o! the

_m1_1 ream•nee ts lea•felly L_wr_me_n _d the complex _rtlcl• die-

else•mr ca. he ex_reesod eJ [1.2]:

i(t) " t tet /[1 - _ - (eUl + 11.-)] (2)

_re u 141 _• 8tt_tl_. v " 2If. aM k - (v/v). Yhe rate of oh•nil

of IAI _lth k 11 14= 4_lpOrtlut 11mlllhlpe 1= thlt It the center of the

mchenic•l re,_,+,c,o dial/"_ * 0. zn |era, reX v, e.m _rtt* [x.z]:

.aLL_. • up _o,t_ ) ,*= k, (3)

4k 2_(cosh sa -coI _)3/2

The llaelhepes of Ikl 4md dlklldk Ire eho_l I, YLI. I 18 I funcLtonof
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freq_lncy. The cham|e In |l&n of dlAi/dk at F - Fj has been ;led go lock

ul_r_onlc spaccro_cars accurately to Fj [3].

If ve nov concentrate on the frequency dceLlln v_en the rod Is ltlalned

v_ find a strain derivative [&]:

a 2

or

(4)

rl dv _" L;_ " ,_" (5)

for mll 8trains. /m altenlate elastic range expatslion can be _rrltcen for

the stress =ling the relationship:

d__*. _¢ (6)
a [

and

dv dv do (?)
da do da

vhere : Is the stress and E the ¥o_mE's _ul_s, rssu}[in 8 In a stress

derivative:

[ _ to (81

Equation (5) ca_ be vritte_ in ¢_letel? normalised _om as:

F 1 v a

lad represents an important lacerlal par=later directly linked to the therllo

_/amtc Cr_nelaen parlzNter [5].

The brackstted expressions In eq;atlona (5) and ($_ represent the

Mrerial atrlin _d stress acoustic constants. The val_e of these constants

depe,_ds on the acoustic viva type (catpresslona_ or shear), propagation

dlrertion with respect to the load, and for anlsotropic mterials also

depends on _lve polarization [6].

For the aLlpls cue Of I longitudinal wave propals_ing In _he direc_ion

Of the applied load ve find _ha_ dv/d_ may be expressed as [;]:

do 6_ (_ + 2;/3} v L

• q_are l and _ are the second order elastic constants o_ L_ and i

_d • are the third order elastic constants of _u_naghau= [S], and

la the density.

_r_lnt feature Of these eq_atlons (_, 8) iS t_a: for s_all a_ra:ns,

they represen_ a linear relationshl_ between _F/Y and the applied load.

The relative m_gnitude o_ tv/v to _a/a is no_inall_ Z :o i for many =_

the l_tals typically used for fasteners. _ an exau=_le, for mild steel,

the ratio o_ _v/v ¢o _l/a is 2.62 while for aIu=lnu_ (202C) the radio

Is 2.$2.

EZ?F-_L_I_A.L %_RIFICATION

The concepts of the prevlous section i_dtcate that the acoustic respcnse

o_ I threaded _ascene_ should appear as s series cf mechanical resonsnces_

An acoustic technique based on _he tone burst spectros:op_ (TSS) method [_]

vas used to obtain the frequency do,kiln response of c_e fastener. The basic

block dtagru of the Tag syste= is shown in Fig. 2. "_he OUtpUt Of an

oscillator locked in frequency 1o the center _equenc)' of a spectrum

a_ullyser'a bandvldth is Sated onto s transducer, o_ce equllibriu:

conditions are established tr the transducer/fastener CC_lpOlite resonator,

the outFut of the Ol¢i_la:or is gated o_f and a receiwr gated on. The

o_tput of the Iece_ver enterl the spectr_l analysmr _lch prc_uces the

desired _requency dou_ln response of the transduced/fastener syste=.

A t_ical response sh_ i_ Fig. 3 covers the frequency re.go _r_

3._-7.5 _z and shays s0out 130 uchanical resonances of the tested

fastener (s 30.5-c_ sl_llo_ stud). Convolvod with Lha stud response Is the

transducer bandwidth centered nolir_lly et 6 ._E_s. _ additional i_dulatton

lore pronounced at the _er (requancles occur[in| eve_ _lne henlonics will

be discussed later. _e 8,echsnical resonances are ahobm I,o[e clearly in

Flg. _ vhtch upends the frequency scale to cover fcms $._ _ $.7 _z. The

lie[henS[el resonances are ;1acted for four load levels In s fastene_, ks

the fastener is stressed, ali the I_chanlcal resoe_lnces shift d_r_ in

frequency _s e_ected [r_ mq_tion (8).

_.. ....... b ..... ised i ..... _ [1]. S_, DO], or TgS

lmasuremenc, There lie undulations in the apectra_ response lh_v_ in FiE. 3

that have ao_ ye_ hee_ accounted for. These result from the node converted

longitudinal (L) to shear (_) to (L) waves. FI&, $ identifies the dil_

dO¢lai, breakup o_ a single L wave propa_jJtln& in a rod. The s_ngle L wave

packet separates trite s series of waves el iden, lfled in the figure. The

&tie separation o_ the wave packets is detetlined by the dtameter of the rod,

the shear wave velo<ity, and the angle, e, at _hlch the shear wave propagates.

0 is dictated by :he "Smell's Law" relationship for the grating longitudinal

t_sves incldenI at the side vails. The angle is aho_m to be [1_ :

0 - sin "i (v¢/v,) (11)

_d the ttie of arrival:

(vii- vsl)l/|

t - 2 mm÷ =d (121
VL _L VS

where • = l, 2, 3 .... ae_ n " O, l. 2 ... a_d d Ls the fastener

diameter, l_ the frequency dol_in, the effect of the lode converted viva ts

the obae_ved modulation of the spectra of Fig. 3. _henewer the L and 1.5L

waves are s nut of phase, ¢_cellatio_ occurl. These frequencies are:

YP . (2p + 1) V L V S

ad (V 2 2 11l (11)
L - VS )

where p - O, 1, 2 .... C_ measurements of frequency shifts near the

cancellation points ere aub_ect to error caused by the superpolittoo of _he

mode converte_ waves and thus should be avoided.

The pronounced modulation of the spectra of Fig. 3 resulting frou mode

conversion nesrly disappears at the higher frequeartis. For =ode co=version

to occur, the L wave lust be incident st 8 grazl_ eagle to the allpla aide

wall. The far field acoustic diftractton angle, $ • sin "l (1.221/D).

depends on frequency vith the an_le decreulng as frequency increases.

Therefore, less o! the acoustic viva energy converts at the higher

frequencies,

C_ g_LT SYRAIN MOP,TOE

The observed spectra] shifts of stressed fasteners auK•eats that a C'_

appr¢&ch is feasible _or • bo1¢ stress Instrument. Such a device besed on

an arouseS[ u=rgin._ as[lilacs= [12,13] has been reported [&,14] vhtch locks

an lnstru_nt oscilla_ot to s hlgh acoustic harmonic of a (=stenar. The

$R-2



9 11

$_s_rume_ L• s _eflect%o_ 0still•to= U_craso_Lc $peccr_ecer [i_ (_OUS)

and Is shova In Fig. b. The devlce is qulce simple elecrronlcally and has

•hl$h Inherent resolution (parrs in 107) since the s_J_ple plays the role

of s phase feedback path. Furthermore, the nature of the _easuremenc _skes

advantage of _ho ssnslclvity enhancement [i.2] present In C_ acoustic

syst_s.

AB the fastener is strained, the Increased phase shift alters _he total

feedback. For mlr$1nal osclllazion co occur, the loop phase •hlft _st be

4n Integral muter of 2s sad the loop _In muse squ_1 the loop loss. By

mmln_alnin& the mar&lnallly Df osclllaclom, ms i• done in typlcsl

eysteu, the ROUS [rack• In frequency any c_mge In the fastener.

A llmSta¢ion o_ the ROUS me&hod occurs when applzed co long fasteners

of poor acoustic _ine•haps wldeh. The asp•ration between mechanical

resonances is PJ " YJ+l * v/a and (or • IS-cam-long alumln_ rod is 31 kHz.

For • fist sad pmrsllel sa_Fle, _he cssonance videh measured at hal( pover

palnts is 2 _Hs. For an off-the°shell fastener, the width mlghc Increase

to _0 kl_z. 0rider _hest conditions i_ i• possible for _he _0_$ to _ to a

new hsrmonlc zsrmlna_in$ &he measurement. To prevent _his, a high q

e1_[ronlcally _un_hle Jilter vas placed in the _esdback loop th*t kep_ the

_OO$ on the desired harmonic. Details of the locking scheme are presented

eX,e_ere [_4 3 .

The RO_$ c[ansducerlt_st prow[de adequats £so[aLion [typically g[satsr

thsn 60 dB) betw_so Cransmitcer _nd receive[ ssct£on to prevent ele¢tco-

IL•g_e_£c _tO•mt•Zk _6_. _£$, l_ LS o_¢ desIB_ of a ¢omcen_cic highly

isolated transduce_ c_p•&tble vith the _rgtnsl oscillator system.

[|sure 7b shovs the necessary ground plane transducer mount for high

The _rans_i_ei of{ til_e is •holt COl_p_ted Is &he decay t%_s i_ &ha

Jample. Therefore, the sample is a_ near equilibri-_m acousclc condition• ac

• Ii _Imes. By ga_Ing the _ransmicrer off during the tlme of the me•augment0

_he high Isola¢lon necessary In the ROUS system has been Incorpora_sd In the

electroulcs of the Instrument. Furthermore, full advantage of sensitivity

enhancement Is s_iil m_Int•Ined.

Pol fasteners of good 8eome[ry, _he PCW syste_ I• _sarly ideal. The

0peratol need only apply the transducer ¢o the fastemec, lock _he _sedbsck

loop. and record the initial lock frequency. As the (as_ensr is eenslonsd,

(he change In frequency, _F/F, i_dicacss the prelnsd For fastener• of poor

8e_eery, _he clean "picke_ fence" spectral llne_apes are replaced vith

co_lex spectra. The PCW, 11ke the ROU$, locks to any spectral peak. For

comple-x spectra which _y change shape during preloading, the CW syacw

_y lead _o a measurement error as the spectra varJes. For such fasteners,

s dlffs_en¢ acoustic approach va• necessary.

SPOILED "Q" BO_T MONITOR

Poor geometry fasteners have spectra such as Is shavn In Fi_. g. Near

_he peak of a _schanlcal resonance, the frequency d_l_ _nd tin do_£n

responses appear nearly n_rm_l (L_vrencian and exponential, respectively}.

_xamln_t_on o_ Pi_. 9 svsy from _he central peak, however, •boys ths_

frequency peak splitting can nearly destroy th• normal exponsnrlal time

do_sln decay and the corresponding sensitivity enhsnce_nt llnesh•pes in the

frequency domain. Locking in the frc_luency douln to |uch • spectra Is

_wmanlnglese.

%.... "

isolation. The transducer complexity and _ragllity can cause some problems

for general field use. Other transducer geometries ere possible, s_h as

• 1de-by-*ida piezoelectric elm•mrs, but they do not represent • cylindrically

*)lmeztic acoustic source, tack o_ source •yafaet_/ can lead to poslCl0nin$

mrtifa¢_s.

PSEUDO-_ BOLT 5TEAIN HO_ITOR

A soL_tio_ _o the tran_duter cc_plexlty and the somevhar delicate

operation of the mar$1n•l oscillmtor yes developnd vhtch continued the C_

approach to bolt stzain measurement. The device yes csl)eds Paeudo-CV

3sit Honl_or [17_ (PCW) which is a modification o_ some of the plcmeerin_

york of Hi/let and _olef [1_.

A block diagram of • PC_ is shorn In Fig. 8. A]though the electronics

are more complex than the RODS. the PC_ can .use ordinary commercial trans-

ducers and requires less user crafting.

In this sysct_, s voltage controlled oscillator (VCO) is gated onto •

transducer untll eq_llibri_am conditions exist (power los[ by attenuation

equals input po_er), The drive pover is momentarily interrupted and a

receiver is connected to the transducer. The gP amplitude is detected,

_mpled and he_d, and the amplitude _odulatlon (KH) phase is compared to the

frequency modulation (_'M) phase of the VCO. A_ the peak of s mechanics]

resoeance, there lsa lSO desree phase shift between the AM and FM •• can

be seen from the d,A[/dk curve in Fig. I, The phase signal Is used in

• feedback loop to contro_ the center frequency of the VCO thus locking the

system _o a _eehantri] resonance peak,

I_ the de,all"of the spectra could be |sit yl[ _alnCaln _he general

spectral li_eshape, lockl_¢ ¢o eve_ poor spectra is possible. There _e

severs1 methods to spoil the "_" of • resonance. O_e example o_ a spoiled

"Q" spectra for the same fastener o_ FI 8. g is shorn in Fig. lO. This

*pollnd "Q" s_stem alloys only one standlnd rave overlap ¢o occur in the

sample instead of the _C_ equilibrium condition. The speczrsl detail _s

lost vhlle the main periodic harmonic re*pones 18 preserved. This spectra

cam be u*ed to messur* stress in • fashion similar to the FH/AH phase locking

of the PCW.

TEZ PULSE ?gAgE _ LOOp

The last •ymt*m to be discussed here is • alxture o_ _ .,. pulse

techoolo_. The first •yste_ of _his n*t_e vse reported by gl_me [18]

vlth •n l_proved verslondlsclossd recently [l_ foe fsstsner tension. A

simplified block dia&¢m of _he p_lse phsss lo_ked _oop (p2L2) is sho_n in

Fig. 11.

A msall portion of the RF from a VCO is ga_ed to • transducer. The

st_al is received by s second tranJducer (or by [he transmitter transducer)

_nd the phase of the Acoustic rave Is compared to that of _he VC0. Should

the phase be o_z o{ q_adraturs, a control voltage sdJust_ the frequency of

_he VCO to establish the _lxed phase condition. Any than8 e In acoustic

phase _iL1 produce •correspondin& change in VCO frequency.

MathesMticaily, _his l• setting any sradient of pha*e equal to zero.

For example, consider a strain derivation of the pha•e #:
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d /'" 2_v)
'L"hLi frequency can be _itten:

AP AV Aa

T" -_" -_ ¢15)

_Ich am IdntlcAl re eq_Lit_n (9)-

Therefore, the P21-2 ope_etel ae if it vere it C3f •Total rich 6P/P

repreeentLn8 a f_mdinental material property chanje stiller to the ODUS

a _4 P(_. The dsci presented In the nezt section yes obtained vith • P2L2

device. This technLq_ut ie OOlll_hSIt lelul c_ltical of fastener deO_ltfy than

the spoiled "Q" NthOd ,nd has hi|her reoolution.

An mcoultic spectrul ie shays i_ FLS. 12 for • poor 8eoiltr_ Listener

hevL_ s_tri¢ re|sad letterln| end • hole chrouah the fastener nonNl to

the axis. The c_lezlty of the ape©trm is iadicatlva of the bolt meceet_.

Fl 8. 13 ehou streu/dP/P date for the falteuer of Fi$. 12 obtained vith •

FCW operstln8 in • spoiled "Q" lode and for the ?_2 A_thoush there is

lame structure on the p2L2 data, it 8east•liT represents 8 clear advancimmlt

In bolt err•a8 ileaaurelemt cnpsbllicy by produces 8 a linear plot for ouch •

©_lex sample 8e_etrT.

4XX_J. STKES$ M_UlJ_

The msurelent of axis1 striae _lin 8 ultraeemic techniques Involvem

in7 Secrete. FI_I equaticm (8) _1 Iny define an lnverie stress •caustic

COlOrant :

8"*-(.o,,(..,., -I ,l.,
tPhich vha_ mJltiplied by _,F/F produce• _he chal_ie In _rele. The con•taut

stress, the chan&e repre_ent_ s petlunent air•in of 1.2 • lO "3. For no

Itrain, the chan_e _n f_equency correlponds to • residual co_preleive stress

of 90_i. The tr_e ii_u_[lon 1•el i_ere between the ¢_ extrme

|ooLmption•. Further losd_ cy¢lel iho_ little if iny nonlineerLty _p to

27O _s _lth the initial frequencie_ reluinln$ nearly fized. ThLi is a

classic case of york hsrde_ln$ b_ lealured in a n_ I_ore fundaJentsL

fnihion related _o the nater_a_ Cr_neieen constant.

EFTZCTS OF T_ERAI_RE

Teller•tufa and |tre•l have quite ollllat effect• on i mterial fr_

the standpoint of frequency le•eurel_ntl. Hydro!retie Freaeure and•

decrease Ln sample [e_eracure both lead to • volule con_rectioe aed an

lncrleoe in Iound velocity tar _lt I_teriale. For • unlezLal leeeUreNnt,

than|e• in temperature also produce correepondin 8 e_reinl al wall as veLocLty

shifto u eho_m in Fl$. I7. These dare vere obtained for • 30-cm-lon8

2026 iluminwl •mls. The ratio of _v/v to _/• for thie case (thenwl)

ie 7.5 co_p•red to _._ for I_resl data eho_m in Fl 8. 18 for the 8e_e llple.

From ylSs. 17 and 18 1_ fs apparent that i mll oh•nee in te_erature such

is 5°C vii1Froduce s correspond•n| 6F/F of 10 -3 or about 20 NPa effective

8trel_. Therefore. _asureuents obtlined ec different tell•re,urea, such •1

a reeertificetio, of preloed •t • later date, _lt correct fo_ tmpecature

chenses.

A _re subtle teIpereture effect involvel the tmperature rile due to

fiat•net frLction •l _1I is the ceepeneetin 8 deer•el• in telperlture

relultl_$ from the thenlodynsmic _lule exF•nelon. 3"he leco_d effec_ hu

t_t been reported in thil context but l• 81miler to the liIple e_penll_ of

contel_elastlc preFers•el of the err•seed list•rill and v•riei J.ol

mtetial to uaterisl.

Fl_re 1_ ehov_ • typic•l re_e for ensineeri_ me•rials •s measured

vith the p2L2 lyltm. The tnverle Ilopoi of these curve• represent H -1 sod

are determined fro_ thil fisure to: H "1 elusinun - 1.86 • 10 _ _a;

H -1 its•nisei •tee1 - _.29 • lO _ _e; H-1 tite_i_ - _.78 • 106 KPa; and

B"1 mild me•el - 6.29 • 10 _ _a.

A lecoed f•ctor vhlch Influences _ltrasonic bolt srresl maeurement8

ie the percm_teje of fur•net under load. The effect of load len$th on H

il identic•l to the effect load lenS_h pl•ys on e_ra_n. For unt_om 8tr•tn

Ibruptly _1_4 _o zero •t the _aetener/nut interface, the effective

Her f - _/e vhere • 18 the flit•net lenEch and X is the load lensth.

The slope of Half(X) should be linear and Ii ihov_ in FL&. 1_ for • 25-cm

fwtener 8• • _e varied. T_e excellent llneerity ii |retifyin_ but oblcurel

the fact that the extended line deal not |o throush zero. T_e cauls of this

ie tel•ted to the nonunifo_ etrell dlltrlbucion in the nut and held of the

bolt. The it_ee_ continual In the bol_ held and scc_lly becomes co•prescient]

for a holt u_der re•lion. For thil reason, •here bolts should be calibrated

-I rather than _si_g values of the
(true losd cell vl. _F/F) to obtain an Her _

mterLal eleetlc censer•el in equation (16),

&nether factor vhich plays some role In deterlinin| H "1 is the elastic/

plletic zone effect. For • virsin llld Ices1 bolt, _he icoust_c relponse

become8 nonlinear at leis than 50 percent ultiMte Is Sho_ in F_|. 16.

The lover curve vii the fir•t preloedin& with In initi•L $_•rtin$ frequency

of 4.99536 _z. After the first loadlns cycle, the LnitiaL startJn& frequency

dropped _o _.98919 _z for • ¢hsnse of 6.] 7 _tz. If we assume no resJdusl

8 81! a_d its lubstquent coolins. In Wi 8. 19 data are presented for temp-

erature, 8tries, •rid AF/Y ns s f_nction of time for • step loadins/_mlomdin8

of the iimple of FL$i. 17 and 18. The 1old applied _i _bout 125 _2e or

• b_t 50 percnt of ultll_ts for that sample. It Is Lmpo_t_t to •pprecieto

thtl euhtllity if one viehe8 to mike full _e of the hleh reooLutloa

£aplbillty Of the p2L2 lot muure_ent0 of Joint felix•ties, creep, etc.

ULTIU_ONIC KZASU_EK_rt$ OF STI_SS

Nany other acoustic techniques _re applicable in etreee Imo_rene_t•.

Aco_itic birafria4ence, for one. has dmuetreted 8rut potential vhere

miceriel tez_ure can be de_antined. Uedar inch condi_ior_, eblolute deter-

u_nat_on of etreee le possible. #mother recent technique hal been sea•crated

vtth tee•dual steele _'nis uses _he apparent increase in nttenuaticm _hich

ecc_aniei residual stress, l_li is a complex phmnon _ich to d•te

lmmlvee a correlation •rudy ra_her than direct phyeicalmodelLoe.

Colplez residual etreeeee Imply co_plu velocity profiles. An lnitiell_

pllne rave acoustic pro_slst_o_ in such • 8_di_l will be altered to • complex

phase f_ont. Conventional _rsnsducere will output s reduced electrical

mplit_e for i_h sleepless. The red,tie•, h_ver, is to • &rear extent

an •reef•co of t_ set,re of the peel•electric device. Since 811 conventlor_l

trnMducerl ace phase lane•tire, phase cancellatio_ occurs prc_ducin$ phantom

......... _0]. Th .... ff ....... b......... l ...... lc freq ...... _1-2_

l_d tin lied to _einterprete_ data, ri I. 20 represents an extr_ case of

phase cancellac£on.

I bolt is put under ants•tropic loa_in 8 to produce a shifted phase

front. Date ire ehevu for • convention_! [rineducer end _or • nay ultrasonic
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paver traneducet [24,2_ vhtcb Is phen Insensitive. The four fLl_rl8 8bov

8n increase Ln load producing a reduction fn I_pILtude of the p|ezoslsccrlc

eIg_l) _4_lle the pover detector (Acousto-[leccric Transducer or AET) shove

oppreclable thanle. Thus, there is no increase in scoualtIc sbearption

or even atten_ltLon In the fastener, ]umt • perceived chanse vhlch dsplmds

On the cmlplex |train fia3do the acoustic frequency, and che traneducar

dirottivity. It is therefore difficult to Intar_ret this type of "attenuation"

• rithout ¢oreful ar_lysls.

CO_CLUSI(_5

The use of _snd pseudo-_ultrssonlc techniques hays bean sha_n to

produce reltab)e Masurelents of axial stress. Factors vhlch uy Influence

a CV maaur_nk are dis¢ussed in dstsLl ln¢ludIn 8 ptol_satIon sffsttog node

¢o_vsrsion, f_squQncy, mtar_sl properties, _ Imtry. D_a arm prsse_tld|

for poor |sc_etry fasteners vhich denonetrste the bsMfIts of the various

techniques. I_lesurmnts of acoustic s_tenustion vhich hive bean ¢orTelsted

to residual stress fields are shov_ to possibiy _nvolve tra_d_at phase

c_ncslistion. Thus the muursd drop In aline1 is am artifact of the

traosducst dIrattLvLty ands or an ectu_l decrease of the a¢o_lttc pover.

_n4 s_hoss vtsb to t_nk _r. Jo_C_trsll [o_?_l_fu_ d_sc_ls_a_e,

P. D_Is Stone _or outacsndln| electronics support, and BIll J. Nc_be for

sssistlmce vtth the mlmru_n_a.

FIG. 1&-Stress acoustic constants dstsrltined from the slope (AFIF)I6¢I are

eh_ _or severs1 ¢omlon fasts_s_ Imteriale.

Ir_G. l_ffoct of pa_¢ent lo_d la_8[h on stress acoustic constant.

I_G. l&_lomllsed frequeo¢? shift for a _ld steel bolt lo_ded $ _L_e•

8hou_ql a nonlInurLty £n the first load ¢y¢ls.

riG. 17-11onmllted frequency shift and strain for an unlD_ed _l_mim_

I_mp14 88 a fu_ctlou of temperature.

riG. 18_lo_lised frequ_cy shift and •trai_ _or the •lumLnu_ sample of

FLS, 1_ _e a function of sir•as.

Y_G. l_-Squ_ro veve •tress lo_dtnB of the s_pl• or _tS. 17 111uetrstln| the

thenwdTnmLc coollnl of s solid.

/ZG, 20-_fstt of ph_e cancel_atio_ cm scouetl_ _q_lIt_dea foe •_lsot_0pIcaLly

loaded emle. Appsren_ cheeses In mttenuation in residu_l Itress

i_lllpllle my ¸ telmlt fz_m th£s effect and therefore be • m•urement

&rtl_&et.

/_GUIZ C._TZ01m

rIG. Z-A¢o_u_t/c lIneshapss Lor particle ve|o¢Lty _d sensitivity olilumclmeot

factor for att_nticm and diaper•ion.

FIG. 2-BZock d/siren of Ton4 lurer Spectroscopy (TM) method vsnd for

spectre1 anatysLs.

FIG, _-Specttal plot obtained for s _0.5-c_-|_m_ al_toua stud shovlq about

_)0 llech_n|csi reso_ne•s.

FIG. &-[xplmd•d 8tale of Fig. 3 vLth spectra Obtained It four different

s_raIn levels.

7ZC, 5-Tt_e doe_tn representation of mode co.versed acoustic prapesatLon o!

4 | HHI _o_e burst propel•tin 8 Lo a_ sl'_num rod.

I_G, 6-810¢k diaJran of Reflection Oscillator Ultraeooi¢ Spec_r_ter.

71G* _o-_(I_S piezoelectric transducer hsvln 8 hlsh electrical ISOletlon

betv_en trans_ttttn 8 and recalvLnK section.

rZC. ?_-IU)US tree•ducat Ere•rid plane hob•in|.

YIG. _-hlo©k dtes_am of Psem_ooCO_t_s Wave (PCM) spectrometer.

TZG. 9-Frequency spectra and cotrespe_dtn8 t_ damJin decays obtained st

the indicated _requency J)OJ_tJ felt I 11_4)r JelNl_etl_f resonator.

71G. lO-SpolL_ "_" s_4_tra of th_ m r_tot sbov_ _n 7_8, _.

PIG. 11-Block d|asruJ Of pulse phua lo¢knd loop ultrs_o_Lc s]mum t_rl,2),

PlG* 12-_c_u•tlC spectra of • poor 8•ceecry fastener having raised letter,it 8

8_ a tt_Lt_sverse hole.

FIG. 13-Ul_rlsontc strain ds_s obtained _rom s spoiled "Q" sod I pit2 for

_hs fastener of FI 8' 12.
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